Getting to Know SPSS

Creating a New File in SPSS

Creating a new file in SPSS is an essential, basic step before you can get fully
started using the more complex operations available with this software. Please
follow the guide below on how to create a new file in SPSS Statistics 18.0.

1. There are two ways to create a new file in SPSS - either when you start
SPSS or when SPSS is already open. When you start SPSS you will be
presented with the following screen:
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3. Click the button.

4. Otherwise, if SPSS is already open then click File > New > Data as
shown below:
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5. Both these options will lead to the following screen:
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Working with Variables in SPSS

In SPSS, you need to define your variables, which occur in the Variables View. To
access the Variable View you need to click the Variables View tab as shown
below:
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Here you can adjust the properties of each of your variables under 10 categories
- Name, Type, Width, Decimals, Label, Values, Missing, Columns, Align and
Measure.

o change the name of a column (variable) in the Data View sheet,

click in the appropriate cell and type in the new name. The names in this column
must not start with a number. They also cannot contain special characters such
as / * $, space etc. You will be given an error message if your name is in illegal
format.



Type To define the type of data contained in the column (e.g. characters,
strings, numbers etc.) click on the appropriate row in the Type column.

Width  you can alter the number of digits displayed in the column by clicking in
the appropriate Width cell.

Decimals lyoy can alter the number of digits after the decimal place by clicking in
the appropriate Width cell.

Label Click on the appropriate cell in the Labels column to give a long

description which will help you to understand the variable you are referring to.

values  lyoy can give a text label for category codes by clicking on the
appropriate cell in the column values. Default is None.

First click on the "None" cell box and then on the E] button as show in the
diagram below:
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Enter the numeric code value 1 in the text box for Value:. This value corresponds
to the group representing "males", so enter "males" in the Label: box.
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Click on the button.

Repeat the above entering "2" in the Value: box and "female" in the Label: box

and click on the mbutton.



You will be presented with the following screen:
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Click on the button.

o define different type of missing vale code click on the appropriate

cell in the Missing column.

he width of column in the data view sheet can be altered by clicking in

the appropriate Column cell.

| Align |To align the text or numbers in Data View, click in the appropriate
Align cell.

| Measure |To label the scale of data, click in the appropriate Measure cell. In

our example, we need to select the "Nominal"” value.
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You can now see the results of your labeling by clicking the ﬂ]‘q button in the
Data Editor View as shown below:
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| Gender | Edu_Level | Int_Politics
1 Malﬂ School 34.00
2 hdale Schoal 35,00
3 dale School 32.00
4 hdale Schoal 35.00
5 hiale Schoal 40.00
& hdale School 40.00
7 hdale School 37.00
i hdale School 33.00
9 hdale Schoal 34.00

Entering Data in SPSS

The "one person, one row" Rule

SPSS sets out its data in a spreadsheet-like manner. The principle behind
entering data in almost all cases in SPSS is to enter each unique case on a new
row. A case is the "object" which you are measuring in someway. Usually, a case
is an individual, but it can also be a commercial product or a biological cell or
something else entirely. For the purposes of this explanation, we shall assume
that a case is an individual. Therefore, when entering data into SPSS you must
put one person's data on one row only. If you find that you have an individual's
data on more than one row then you have made a mistake. Equally, if a row
contains more than one person's data, then you have also made a mistake.

We shall now look at the three most common tasks you face when entering data
into SPSS plus two more advanced setups:

o Entering variables, e.g. height, weight
Defining separate groups (between-subject factors), e.g. gender, level of
education
Entering repeated measures (within-subjects factors), e.g. time course
Multiple separate groups, e.g. gender and level of education
Separate groups and repeated measures, e.g. gender and time course.

Entering Variables

If you do not have repeated measures then SPSS treats each column as a
separate variable. Thus, each variable goes in a separate column. For example, if
we had measured the height and weight of a group of individuals then the data in
SPSS would look like the following:
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Subject Height Weight
1 1 1.78 75.00
2 2 1.82 82.00
3 3 1.65 51.00
4 4 1.55 56.00
= 5 1.92 92.00
B B 1.78 7r.on
T 7 1.76 75.00

The Subject column has been added so that it is clear that each individual is
placed on a separate row; however, SPSS does not need you to enter this column
and it is mostly for you to be able to better visualize your data. So, even if we
ignored the Subject column, we can see that one individual was 1.55 m tall and
weighed 56 kg, looking at the Height and Weight columns, respectively. How to
label variable columns is in our Working with Variables guide. To add more
variables, simply add more columns - one column per variable. The only variation
to this is discussed later in this guide when we have to enter repeated measures.

Defining Separate Groups

Separate groups are more commonly called between-subjects factors or
independent groups. They are groups where the individuals in each group are
unique, i.e. no person is in more than one group. In this sense, you could call the
groups "mutually-exclusive". A common example is when differentiating between
genders. You want to label some of your individuals as female and others as
male. To identify which subjects were males and which were females, you need to
create a "grouping variable" in SPSS. This is a separate column which includes
information on which group a subject belongs to. We do this by labeling our
groups numerically. So, for example, we label males as "1" and females as "2".
By using the value attribute we can label these numbers as representing males
and females, respectively. An example is shown below:
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Subject Gender Height Weight Gender

1.00 1.00 1.78 78.00 Male

2.00 1.00 1.82 52.00 Male

3.00 1.00 1.65 81.00 Male

4.00 2.00 155 56.00 # ‘E‘ Femal

. . . - Il|4 emale

5.00 2.00 1.92 52.00 Female

6.00 2.00 1.78 77.00 Female

7.00 2.00 1.75 75.00 Female

Looking at the columns on the left we can see that we have created a "grouping
variable" called Gender that has two categories - "1" and "2". Because we
labelled the numbers using the value attribute we can use the Value Label Button
to switch to the text version of the "grouping variable" categories. In this
example, we can see that "1" and "2" are replaced by "Male" and "Female",
respectively. How to do this is explained in our guide on Working with Variables.
You do not need to add text labels — SPSS will work fine without them - but it can
provide extra clarity when analysing your data (especially as text labels are often
used in the output instead of the numbers - this helps greatly). We can see in
this example that the first three subjects were males and the last four subjects
were females. What if you have more than two categories of your "grouping
variable"? Simple, just add more numbers with, we recommend, corresponding
text labels.

Entering Repeated Measures

Repeated measures, also called within-subject factors or related groups, are
variables that are measured on more than one occasion. This can occur when you
have measured the same subject for the same variable at more than one time
point or under more than one condition. For example, you measured body weight
at the beginning and end of a weight-loss programme. To enter this into SPSS
you must ignore the "one-variable-one-column" rule and put each time point or
condition in a new column as follows:
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1| 1.00 78.00 75.00
2.00 92.00 85.00
3.00 81.00 81.00
4.00 56.00 55.00
5.00 92.00 86.00
6 | 6.00 77.00 74.00
7.00 75.00 69.00

Here we have labeled their weight at the beginning of the weight-loss programme
as "Weight_Pre" and their weight after the weight-loss programme as
"Weight_Post". It does not matter what you call these "related" columns (you
could have called them weightl and weight2, for example) as long the columns
make sense to you. If you have a lot of time points, and/or conditions, then
labeling the variables logically is important as otherwise it can become very
confusing determining which variable is which. This is important as SPSS itself
cannot tell the difference between columns that contain different variables and
columns that contain a repeated variable and, therefore, cannot help you.

Multiple Separating Groups

Sometimes, such as when running a two-way ANOVA or when entering in your
whole study data, you need to separate your subjects twice - i.e on two separate
variables. For example, you need to separate subjects by their gender
(male/female) and their physical activity level (sedentary/active). This will require
two columns that act as "grouping variables" as shown below:
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1 1.00 Male Sedentary
2.00 Male Sedentary
3.00 Male Active
4.00 Male Active
5.00 Female Sedentary
III 6.00 Female Sedentary
7.00 Female Active
8.00 Female Active

Here we can see that, for example, Subject 1 was male and sedentary and that
Subject 7 was female and active. Notice that we are using the text labels as
described earlier in this guide for added clarity.

Mixing Separate Groups and Repeated Measures

Sometimes, we have separated subjects into groups and then measured them
repeatedly on the same dependent variable. Such data might be analysed using a
mixed ANOVA. If we had males and females undertake a weight-loss programme
and we weighted them pre- and post-intervention then we would have the
following setup in SPSS:
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|
Subject || Gender || Weight_Pre || Weight_F’ust" al || ar
1 1.00 Male 78.00 75.00
2.00 Male 92.00 90.00
3.00 Male 85.00 80.00
4.00 Male 78.00 77.00
5.00 Female 68.00 65.00
6| 6.00 Female 69.00 68.00
7.00 Female 65.00 62.00
8.00 Female 80.00 75.00



To generate this type of setup simply used the rules you have learnt in this guide
under the Defining Separate Groups and Entering Repeated Measures sections.
Defining Separate Groups

Separate groups are more commonly called between-subjects factors or
independent groups. They are groups where the individuals in each group are
unique, i.e. no person is in more than one group. In this sense, you could call the
groups "mutually-exclusive". A common example is when differentiating between
genders. You want to label some of your individuals as female and others as
male. To identify which subjects were males and which were females, you need to
create a "grouping variable" in SPSS. This is a separate column which includes
information on which group a subject belongs to. We do this by labelling our
groups numerically. So, for example, we label males as "1" and females as "2".
By using the value attribute we can label these numbers as representing males
and females, respectively. An example is shown below:
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1.00 1.00 1.78 78.00 Male
2.00 1.00 1.82 92.00 Male
3.00 1.00 1.65 81.00 A ale
4.00 2.00 1.55 56.00
# |l|"q # Female
5.00 2.00 1.92 82.00 Female
6.00 2.00 1.78 77.00 Female
7.00 2.00 1.75 7500 Female

Looking at the columns on the left we can see that we have created a "grouping
variable" called Gender that has two categories - "1" and "2". Because we
labelled the numbers using the value attribute we can use the Value Label Button
to switch to the text version of the "grouping variable" categories. In this
example, we can see that "1" and "2" are replaced by "Male" and "Female",
respectively. How to do this is explained in our guide on Working with Variables.
You do not need to add text labels — SPSS will work fine without them - but it can
provide extra clarity when analysing your data (especially as text labels are often
used in the output instead of the numbers - this helps greatly). We can see in
this example that the first three subjects were males and the last four subjects
were females. What if you have more than two categories of your "grouping
variable"? Simple, just add more numbers with, we recommend, corresponding
text labels.

Entering Repeated Measures
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Repeated measures, also called within-subject factors or related groups, are
variables that are measured on more than one occasion. This can occur when you
have measured the same subject for the same variable at more than one time
point or under more than one condition. For example, you measured body weight
at the beginning and end of a weight-loss programme. To enter this into SPSS
you must ignore the "one-variable-one-column" rule and put each time point or
condition in a new column as follows:
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Subject Weight_Pre | Weight_Post

1 1.00 76.00 75.00
2 2.00 52.00 85.00
3 3.00 81.00 81.00
4 4.00 56.00 55.00
5 5.00 92.00 §6.00
B 6.00 7700 74.00
7 7.00 75.00 59.00

Here we have labelled their weight at the beginning of the weight-loss
programme as "Weight_Pre" and their weight after the weight-loss programme
as "Weight_Post". It does not matter what you call these "related" columns
(you could have called them weightl and weight2, for example) as long the
columns make sense to you. If you have a lot of time points, and/or conditions,
then labelling the variables logically is important as otherwise it can become very
confusing determining which variable is which. This is important as SPSS itself
cannot tell the difference between columns that contain different variables and
columns that contain a repeated variable and, therefore, cannot help you.

Multiple Separating Groups

Sometimes, such as when running a two-way ANOVA or when entering in your
whole study data, you need to separate your subjects twice - i.e on two separate
variables. For example, you need to separate subjects by their gender
(male/female) and their physical activity level (sedentary/active). This will require
two columns that act as "grouping variables" as shown below:
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Subject || Gender || Actimity_Level || || ||
1 1.00 Male Sedentary
2.00 Male Sedentary
3.00 Male Active
4.00 Male Active
5.00 Female Sedentary
III 6.00 Female Sedentary
7.00 Female Active
8.00 Female Active

Here we can see that, for example, Subject 1 was male and sedentary and that
Subject 7 was female and active. Notice that we are using the text labels as
described earlier in this guide for added clarity.

Mixing Separate Groups and Repeated Measures

Sometimes, we have separated subjects into groups and then measured them
repeatedly on the same dependent variable. Such data might be analyzed using a
mixed ANOVA. If we had males and females undertake a weight-loss programme
and we weighted them pre- and post-intervention then we would have the
following setup in SPSS:

%3t *Untitled1 [DataSet0] - PASW Statistics Data Editor
File Edt “iew Data Tranzform Analyze Graphs  Utiites Add-ong  Window  Help

H@l&‘*d Bl i A

|
Subject || Gender || Weight_Pre || Weight_F’ust" al || ar
1 1.00 Male 78.00 75.00
2.00 Male 92.00 90.00
3.00 Male 85.00 80.00
4.00 Male 78.00 77.00
5.00 Female 68.00 65.00
6| 6.00 Female 69.00 68.00
7.00 Female 65.00 62.00
8.00 Female 80.00 75.00

To generate this type of setup simply used the rules you have learnt in this guide
under the Defining Separate Groups and Entering Repeated Measures sections.
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Entering Repeated Measures

Repeated measures, also called within-subject factors or related groups, are
variables that are measured on more than one occasion. This can occur when you
have measured the same subject for the same variable at more than one time
point or under more than one condition. For example, you measured body weight
at the beginning and end of a weight-loss programme. To enter this into SPSS
you must ignore the "one-variable-one-column" rule and put each time point or
condition in a new column as follows:
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Subject Weight_Pre | Weight_Post

1 1.00 76.00 75.00
2 2.00 52.00 85.00
3 3.00 81.00 81.00
4 4.00 56.00 55.00
5 5.00 92.00 §6.00
B 6.00 7700 74.00
7 7.00 75.00 59.00

Here we have labelled their weight at the beginning of the weight-loss
programme as "Weight_Pre" and their weight after the weight-loss programme
as "Weight_Post". It does not matter what you call these "related" columns
(you could have called them weightl and weight2, for example) as long the
columns make sense to you. If you have a lot of time points, and/or conditions,
then labelling the variables logically is important as otherwise it can become very
confusing determining which variable is which. This is important as SPSS itself
cannot tell the difference between columns that contain different variables and
columns that contain a repeated variable and, therefore, cannot help you.

Multiple Separating Groups

Sometimes, such as when running a two-way ANOVA or when entering in your
whole study data, you need to separate your subjects twice - i.e on two separate
variables. For example, you need to separate subjects by their gender
(male/female) and their physical activity level (sedentary/active). This will require
two columns that act as "grouping variables" as shown below:
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|
Subject || Gender || Actimity_Level || || ||
1 1.00 Male Sedentary
2.00 Male Sedentary
3.00 Male Active
4.00 Male Active
5.00 Female Sedentary
III 6.00 Female Sedentary
7.00 Female Active
8.00 Female Active

Here we can see that, for example, Subject 1 was male and sedentary and that
Subject 7 was female and active. Notice that we are using the text labels as
described earlier in this guide for added clarity.

Mixing Separate Groups and Repeated Measures

Sometimes, we have separated subjects into groups and then measured them
repeatedly on the same dependent variable. Such data might be analysed using a
mixed ANOVA. If we had males and females undertake a weight-loss programme
and we weighted them pre- and post-intervention then we would have the
following setup in SPSS:
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|
Subject || Gender || Weight_Pre || Weight_F’ust" al || ar
1 1.00 Male 78.00 75.00
2.00 Male 92.00 90.00
3.00 Male 85.00 80.00
4.00 Male 78.00 77.00
5.00 Female 68.00 65.00
6| 6.00 Female 69.00 68.00
7.00 Female 65.00 62.00
8.00 Female 80.00 75.00

To generate this type of setup simply used the rules you have learnt in this guide
under the Defining Separate Groups and Entering Repeated Measures sections. 1
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Transforming Data in SPSS

In this guide we will enter some data and then perform a transformation of the
data. Transforming data is performed for a whole host of different reasons but
one of the most common is to apply a transformation to data that is not normally
distributed so that the new, transformed data is normally distributed.
Transforming a non-normal distribution into a normal distribution is performed in
a number of different ways depending on the original distribution of data but a
common technique is to take the log of the data. In this example we will show
you how SPSS allows you to do this.

There are an infinite possible ways to transform data, although there are some
approaches that are much more common than others. We will add extra
examples of transforming data in the near future.

Data to Transform

36 32 45 41 29 22 18 36 10 40

1. Your data should end up looking like the following:

Remember that each individual's results go on a separate line (row) in
SPSS.
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2. Rename the variable "Data" instead of the default "VARO00O1". You can
name it something else if you wish.
3. Click on Transform > Compute Variable... in the top menu.
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4. You need to first select the function you would like to use. To do this click
"All" in the "Function group:" box then scroll down in the "Functions and
Special Variables:" box and click "Lg10" to select it.

Transfer the Lg10 function into the "Numeric Expression:" box by pressing

the L4 button.

Click the Data variable in the lefthand box and then click the llJ button
which will result in the expression you see in the "Numeric Expression:"
box below.

All to do now is to give this new variable a name. We have called the new
variable "TrData". Type this name into the "Target Variable:" box in the
top lefthand corner.
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5. Click on the button.
6. You will be presented with the SPSS Data Editor which will now show the
log transformed data under the new variable name "TrData" that you

defined.

Recoding Variables in SPSS

The instructions below will show you how to recode variables in SPSS 14.0. You
can use recoding to produce different values or codes for a variable. Recoding can
be done in one of two ways:

e Recoding into the same variable
e Recoding into a different variable

In this guide we will concentrate on recoding into a different variable for which
there are 3 main types of recoding:

e Recode single values



e Recode a given range of values
e Recode data into two categories

We will use an example of each type in order to demonstrate how to recode
variables in SPSS.

Recode single values

Example: The data given below represents runs scored by 5 batsmen in a
national-level match. Recode the data so that the batsmen are rank ordered by
their number of runs, with the batsman with the highest runs given a code of "1"
and the batsman with the lowest runs given a "5".

Number of runs by batsmen
Batsmen 1 2 3 4 5

Runs 86 120 56 10 18

1. Enter the data in the SPSS Data Editor and name the variable "Runs".

Remember that each individual's results go on a separate line (row) in

SPSS.
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56.00
10.00
18.00

[ ]

2. Click on Transform > Recode Into Different Variables... in the top
menu.

M| = kD —




aSetl] - PASW Statistics Data Editor,
Data  Transform  Analyze  Graphs  Uilities  Add-ons

!:] ﬁ E Compute Yariable. ..
E Count Yalues within Cases..

|— Shift Walues. .. -
uns
E Recode into Same Variables... —
gh.
120 E Recode into Different Yariables...
6. Eﬁ_‘ Automatic: Recads. .

101 b2 visual Binning...

158. E.‘-E Rank Cases...
% Date and Time Wizard...

3. You need to highlight the "Runs" variable in the left-hand box by clicking

on it and then click the I1Jbutton to move it across to the "Numeric
Variable -> Output Variable:" box.

&5t Recode into Different Variables

Input Wariable -= Output ariakle: ~Output Yarisble
|§ Funs | n—

Lakel:

Change

2l and Mew: Walugs...

(u:uptiu:unal case selection condition)
Paste Eeset ”Cancel” Help ]

4. In the Output Variable grouping show below, give the new variable you
are about to create a name and label. In this example, we have named the
new variable "Ranked-Runs" and the label as "Ranked Runs" (see the

—,



it Recode into Different Yariables

Paszte | [ Eeset |Can|:el Help

Mumeric Yariable -= Output Yariakle:

rioutput Yarishle

Runz --= 7

Marne:

’ |RankedRuns

Label:

ﬂ|ﬁanked Runs

Eld and ke Walugs... ]

(u:uptiu:unal case selection condition)

5. Click the button.

6. You should now see that the "Numeric Variable -> Output Variable:" box
has now changed to reflect these changes (see the _P).

2t Recode into Different Yariables

Paszte | [ Reset |Can|:el Help

Mumeric Yariable -= Output Yariakle:

rioutput Yarishle

Funs --= RankedRunz

Marne:

|RankedRuns

Label:

|Ranked Runs

Eld and Mew: Walugs... ]

(u:uptiu:unal case selection condition)

7. Click the

&Id and Mesy Yalues. . ]

button.

8. Enter the first score (120) into the "Ol/d Value" box and set the new code
of "1" into the "New Value".

9. Click the

button.




10. Repeat for all other values such that you are presented with the following

screen:

it Recode into Different Yariables: Old and Mew Values

Mewy Yalue

ol alue
@ Walue:

120

D System-mizsing
@] System- or user-mizsing
© Ranoe:

through

s Fange, LOWVEST through wvalue:

@] Range, value through HIGHEST:

© Al ather values

@ Walle |1

© Sgstem-mi;si:?
)

© Copy old valuel=

Ailed
Change

Remone

Oiled --= Mewy:

|:| Output variables are strings Wicith:

E Canvert numeric strings to numbers (53]

| Continue I Cancel Help

g

11. Click the button.

12. You will have returned to the previous screen and will now have to click

the button. This will take you to the Data View Editor which will now

show that you have created a new variable that is based on recoding your

existing variable:




izt Recode into Different Yariables: Old and New Values

2l Yalue Mewy Yalue
@ value: @ value: | |
| | System-misging
System-mizsing Copy old valuels)
System- ar user-missing
@) Range: Old --= Mesy:
120 --=1
g6 --= 2
thrauh Lo} 56 --= 3

Change 18 --=4

) 10-=5
Range, LOWEST through value: Remove

Range, value through HIGHEST:
|:| Cutput variables are stringz WAickh: g
Al ather values ! Conwert numeric stringz to numbers (*5'-=5)

[Cu:-ntinue” Cancel ” Help ]

gif *Untitled1 [DataSet0] - PASW Statistics Data Editor
File  Edit ‘“iew Data Transform  Analyze Graphs Uil

SHE ltf‘d Ll

|
Data || TrData || war ||

1 36.00 156
32.00 151
45.00 1.65
41.00 161
29.00 1.45
B 22.00 1.34
18.00 1.26
36.00 1.56
R 10.00 1.00
40.00 1.60

K
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Recoding Variables in SPSS (cont...)

Recode a given range

Example: The data given below represents the scores of 10 students in a final
examination. Recode the data giving code "1" to scores between 75 - 100, code 2
to scores between 61 - 75, code 3 to scores between 41 - 60 and code 4 to
scores between 0 - 40.

Final examination scores of 10 students

Scores 58 86 74 70 79 60 35 42 55 91

1. Enter the data in the SPSS Data Editor and name the variable "Scores".

Remember that each individual's results go on a separate line (row) in
SPSS.

£i8 *Untitled1 [DataSet0] - PASW Statistics D:

File  Edit “iew Data Transform  Analyze

FSHE O = -

SCores
a3.00
86.00
74.00
F0.00
79.00
G000
3o.00
4200
a5.00
91.00
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2. Click on Transform > Recode Into Different Variable... in the top
menu.

3. Transfer the variable you want to recode by selected it and pressing the
Illbutton and give the new variable a name and label. In this example, we
have given the new variable a name of "NScores" and label of "New
Scores" as shown below:



it Recode into Different Variables

Mumetic Variable -= Output Wariakls:

Scores --= ¢

Lgld and Mew Walues. . ]

routput Yariakle

Marme:

|NS|:|:|res

Label:

|New Scores

(u:uptiu:unal case selection condition)

Pazte &eset ”Cancel” Helg ]

4. Click on the button.

5. Click on the E'd ISR T ]button.

6. Enter the first range of "75 - 100" into the "O/d Value" box and set the
new code to "1" into the "New Value" box as shown below:

::f Recode into Different Variables: Old and Mew Values

© &l other valuesz

@] Range, LOWEST through walue:

& Range, value through HIGHEST:

Ol Walue Mes Walue
) walue: @ value: |1| |
2 System-mizsing
@] System-mizsing (@] Copy old valuels)
)] System- ar user-missing
@ Range: Old --= et
s |
thraudh Al
oo |

|:| Cutput variables are stringz

[Cu:-ntinue” Cancel ” Help ]

7. Click on the button




8. Repeat for all other values such that you are presented with the following
screen:

§5f Recode into Different Variables: Old and New Values

rild alue Mesn Salue
Walue: )] Walle | |
System-missing
System-missing Copy old valle(s)
System- or user-mizsing
® Range: Oiled --= Mewy:
| | Fathru 100 --=1
61 thru 74 --= 2
thraugh 41 thru B0 = 3

| | Othru 40 = 4

Fange, LOWVEST through wvalue:

Range, value through HIGHEST:
D Output variables are strings

All ather values

[CDntinue][ Cancel ][ Help ]

9. Click the button.

10. You will have returned to the previous screen and will now have to click

the button. This will take you to the Data View Editor which will now
show that you have created a new variable that is based on recoding your
existing variable:



g3t *Untitled1 [DataSet0] - PASW Statistics D

File  Edit “iew Data Transform  Analyze

SHE 0 = -

SCOres MNScores
1 58.00 3.00
2 86.00 1.00
3 74.00 2.00
4 F0.00 2.00
5 75.00 1.00
B B0.00 3.00
7 35.00 4.00
8 42.00 3.00
g 85.00 3.00
10 91.00 1.00

Recoding Variables in SPSS (cont...)

Recoding data into two categories

Example: The data given below represents a satisfaction rating out of 10 for a
new service offered by a company. The company would like to code all those who
responded by giving ratings above 5 a "Satisfactory" code and those below 5 a
"Dissatisfactory" code.

Satisfaction scores for a new service

Scores 3 6 8 9 7 2 10 6 4 8 9 3

1. Enter the data in the SPSS Data Editor and name the variable "Ratings".

Remember that each individual's results go on a separate line (row) in
SPSS.
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=1 1= =~
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Ratings " ||

1 | 3.00
.00
8.00
& | 200
10.00
8.00
o0

2. Click on Transform > Recode Into Different Variable... in the top
menu.

3. Transfer the variable you want to recode by selected it and pressing the
wbutton and give the new variable a name and label. In this example, we
have given the new variable a name of "NRatings" and label of "New
Ratings" as shown below:

it Recode into Different Yariables

Mumeric Yariable -= Output Yariakle: ~Output Yarisble
hatings =7 |
Marne:
INRstings |
Label:

|New Ratings |

Eld and Mew: YWalugs... ]

(u:uptiu:unal case selection condition)
Paszte | [ Reset | Cancel g =4]




4. Click the button.

. Click the @d AN New Values. ]button.

6. Enter the value of "5" into the "Range, LOWEST through value:" box and
set the new code to "1" into the "New Value" box. Click the "Output
variables are strings" checkbox so that it will except values that are not
numbers. You need to increase the "Width:" from 8 to 16 also, so that the
string labels are not truncated.

§3f Recode into Different Variables: Old and New Values

—2ld Yalue Mewy Yalue

Walue @ Wl |Dissatisfactl:lry |

System-missing &
System- or uzer-mizsing

Range:

Qld --= Mesn:

Al

@ Fange, LOWVEST through wvalue:
5
Range, value through HIGHEST:

@ Output variables are strings Wictth:

&l ather values [&]

[Cu:untinue” Cancel ” Help ]

7. Click the lllbutton.
8. Enter the value of "6" into the "Range, value through HIGHEST:" box and

set the new code to "1" into the "New Value" box.
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Ol Yalue
) value:

& System-mizsing
& System- ar user-missing

) Range:

b |
© &l other valuesz

Mewy Yalue

@ value: |Satisfactclr':.-'

& Range, LOWEST through walue:

@ Range, value through HIGHEST:

Old --= Mesy:

Lowwest thru o --= ‘Dissatistactory”

Al

m Cutput variables are stringz WWickh:

&

[Cu:-ntinue” Cancel ” Help ]

—
H

9. Click the button.
10. Click the button.

11. You will have returned to the previous screen and will now have to click

the oK

existing variable:

button. This will take you to the Data View Editor which will how
show that you have created a new variable that is based on recoding your
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Ratings MRatings
3.00 Dissatisfactary
B.00 Satisfactary
8.00 Satistactory
9.00 Satistactory
.00 Satisfactary
2.00 Dissatisfactory
10.00 Satisfactory
B.00 Satisfactary
4.00 Di=ssatisfactary
8.00 Satistactory
9.00 Satistactory
3.00 Dissatisfactory
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Recoding Variables in SPSS (cont...)

Recoding data into two categories

Example: The data given below represents a satisfaction rating out of 10 for a
new service offered by a company. The company would like to code all those who
responded by giving ratings above 5 a "Satisfactory" code and those below 5 a
"Dissatisfactory" code.

Satisfaction scores for a new service

Scores 3 6 8 9 7 2 10 6 4 8 9 3

1. Enter the data in the SPSS Data Editor and name the variable "Ratings".

Remember that each individual's results go on a separate line (row) in
SPSS.
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1 | 3.00
.00
8.00
& | 200
10.00
8.00
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2. Click on Transform > Recode Into Different Variable... in the top
menu.

3. Transfer the variable you want to recode by selected it and pressing the
wbutton and give the new variable a name and label. In this example, we
have given the new variable a name of "NRatings" and label of "New
Ratings" as shown below:

it Recode into Different Yariables

Mumeric Yariable -= Output Yariakle: ~Output Yarisble
hatings =7 |
Marne:
INRstings |
Label:

|New Ratings |

Eld and Mew: YWalugs... ]

(u:uptiu:unal case selection condition)
Paszte | [ Reset | Cancel g =4]




4. Click the button.

. Click the @d AN New Values. ]button.

6. Enter the value of "5" into the "Range, LOWEST through value:" box and
set the new code to "1" into the "New Value" box. Click the "Output
variables are strings" checkbox so that it will except values that are not
numbers. You need to increase the "Width:" from 8 to 16 also, so that the
string labels are not truncated.

§3f Recode into Different Variables: Old and New Values

—2ld Yalue Mewy Yalue

Walue @ Wl |Dissatisfactl:lry |

System-missing &
System- or uzer-mizsing

Range:

Qld --= Mesn:

Al

@ Fange, LOWVEST through wvalue:
5
Range, value through HIGHEST:

@ Output variables are strings Wictth:

&l ather values [&]

[Cu:untinue” Cancel ” Help ]

7. Click the lllbutton.
8. Enter the value of "6" into the "Range, value through HIGHEST:" box and

set the new code to "1" into the "New Value" box.
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2l Walue Mewy Yalue

© valug: @ value: |Satisfactclr':.-' |

& System-mizsing i

& System- ar user-missing

@) Range: Old --= Mesy:
Lowwest thru o --= ‘Dissatistactory”
Aihed
& Range, LOWEST through walue:
@ Range, value through HIGHEST:
|E | m Cutput variables are stringz WWickh:
& other values (&

[Cu:-ntinue” Cancel ” Help ]

9. Click the button.
10. Click the button.

11. You will have returned to the previous screen and will now have to click

the I Jbutton. This will take you to the Data View Editor which will now

show that you have created a new variable that is based on recoding your
existing variable:
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Ratmgs || MRatings ||
3.00 Dissatisfactary
B.00 Satisfactary
8.00 Satistactory
9.00 Satistactory
.00 Satisfactary
2.00 Dissatisfactory
10.00 Satisfactory
B.00 Satisfactary
4.00 Di=ssatisfactary
8.00 Satistactory
9.00 Satistactory
3.00 Dissatisfactory

Ranking Data in SPSS

Ranking is used to recode the data into their rank ordering from smallest to
largest or largest to smallest. We will demonstrate this by entering in some data
and ranking it in SPSS.

Data to Rank

87 26 54 39 67 12 28 98 54 68 23 64 28 43 77

1. Your data should end up looking like the following (we have named the
variable "Data"):

Remember that each individual's results go on a separate line (row) in
SPSS.
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|
Data || | | ||
1 87.00
26.00
54.00
' 39.00
67.00
B 12.00
28.00

2. Click on Transform > Rank Cases... in the top menu.

ataSetD] - PASW Statistics Data Editor
Data Transform  Analyze  Graphs  Wilties  Add-ons Windowe b

] E Compute YWariakle. .. m ﬁ

E Count Yalues within Cases...

‘
{
1]

1D

= |

—1

Shift Walues..

Diata )
E Recode into Same ‘ariables ..
g7
% E Recode into Different Yariables..

£ Eﬁ] Automatic Recods. ..
391 [PE visusl Binning...

E7. E:E Rank Cases. .
121 & Dste and Time wizard...

]

3. Click on the Data variable in the lefthand box and click the wbutton to
move it to the "Variable(s):" box.

Uncheck the "Display summary tables" checkbox.

If you wish to have the largest value have a rank of "1" then select the
radio box "Largest value" from the "Assign Rank 1 to" box. We will stick
with the default in this example, which is "Smallest value".



iit Rank Cases

Wariahlels): Rank Types...
& Data -
=

Azsign Rank 1 to————— [~ ‘Display summary tables

® Smallest valus
Largest value

[ Ok ]Easte ]&eset ”Cancel” Help ]

Click on the button.

You will be presented with the SPSS Data Editor which will now show the
ranked data under a new variable name. This new variable name will have
the same variable name as the old name but with the addition of the letter
"R" at the beginning. Hence, in this case, the ranked data variable is called

"RData".
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FHE @ l e

|
Data || RData ||
1 87.00 14.000
26.00 3.000
54.00 8.500
39.00 5.000
£7.00 11.000
6 | 12.00 1.000
28.00 4.500
93.00 15.000
- 54.00 8.500
68.00 12.000
23.00 2.000
B4.00 10.000
28.00 4,500
43.00 7.000
15 77.00 13.000

Graphs & Charts

Creating a Bar Chart using SPSS

Objectives

A bar chart is helpful in graphically describing (visualizing) your data; it will often
be used in addition to inferential statistics (see our Descriptive and Inferential
Statistics guide). A bar chart can be appropriate if you are running an
Independent T-Test or Dependent T-Test. The example we will use is based on
the data from our Independent T-Test guide.

Test Procedure in SPSS

1. Click Graphs > Chart Builder... on the top menu as shown below:
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alyze  Graphsz  Uites  Add-ons Windowy Help

~ il Chart Builder ..

Graphboard Template Chooser. .
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2. You will be presented with the following screen:

it Chart Builder

Wariahles: Chant preview Nses exaimmle data

|ﬁ) Treatment

ﬁ Cholesterol Concentrat. ..

Drag a Fallery chart here to uze it a2 wour starting
point

R

Click on the Basic Elements tak to build & chart
element by element

F Diet

[ Exercize

Gallery || Basic Elements | | GroupsPaoint (D |Ti‘t|ESJFDD‘tI‘|D‘tES
Elemerit

Chooze from: Froperties...

Favarites
Bar — B ‘ Cptions...
Lire —

LE

Ares

PiePalar
Scatter Dot i) ¢ ¢
Histogram ‘ {D %
High-Lowy
Boxplot
Dual Axes

Faste | Reset || Cancel | HE|E
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3. Under the Gallery Tab ( o] ) select the Bar option and the simple bar

chart icon (top-left icon). Drag-and-drop this icon into the Chart Preview
Area.

it Chart Builder

Wariahles:

% Treatmernt
ﬁ Cholesterol Concentrat. ..

Chant preview Nses exaimmle data

Drag & Gallery chart here to use it as wour starting
point

OR
i
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Bar ‘ Cptions...
Lire ; &

Aresn m

FiePolar

Scatter Dot ‘ i) ® ¢'E|J ¢ ¢
Histogram

High-Low ‘ . ¢ L
Boxplot

Dual Axes

Paste [Eeset ][Cancel][ Help ]

4. You will be presented with the following dialog boxes: Chart Builder and
Element Properties. As you can see, the Chart Preview Area has been
populated with a template of a simple bar chart.

Creating a Bar Chart using SPSS (cont...)

5. Transfer the independent variable, Treatment, into the "X-Axis?" box and
the dependent (outcome) variable, Cholesterol Concentration, into the "Y-




Axis?" box within the Preview Chart Area by drag-and-dropping the
variables from the "Variables:" box.

it Chart Builder

Wariahles: Chant preview Nses exaimmle data
&3 Treatmernt
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Favarites
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FiePolar

Scatter Dot
Histogram
High-Lowy

Boxplot
Dual Axes

(o) (paste ) (geset ) (concer) ek )

6. Ideally, we want to be able to show a measure of the spread of the data.
In this case, we wish to have error bars that represent £ 1 standard
deviations. To do this we tick the "Dispay error bars" checkbox and then,
under the "Error Bars Represent" area we check the radio box entitled
"Standard deviation, Multiplier:" and enter "1".
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Click the button.

7. You will be presented with the following screen (showing the error bars
added in the "Chart Preview Area"):
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8. We do not need to do anything in the following screen, in this example.
However, it does present some options which you might find useful. You

can use the and to rearrange the order of the categories and the
@button to exclude a category. If you make a mistake and exclude a

variable you later want to include then you can simply click the @button
in the "Excluded:" area.
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If you make any changes remember to click the button.

We want to change the y-axis label so that we can remove the "mean”
text and add in some units of measurement. We do this by selecting "Y-

Axis (Barl)" in the "Edit Properties of:" area and then change the "Axis
Label:" as below:



izt Element Properties : it Element Properties

Edit Properties of: Edit Properties of:

Ear1 afll e Ear afll e
K-Axiz1 (Barl) X-Axiz1 (Barl)
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Click the button.

10. Click the button.
Output

You will be presented with the following:



@
[
o

1

Cholesterol Concentration (mmol/L)
ra =
g G

Treatment
Creating a Bar Chart using SPSS
Objectives

A clustered bar chart is helpful in graphically describing (visualizing) your data; it
will often be used in addition to inferential statistics (see our guide on Descriptive
and Inferential Statistics). A clustered bar chart can be appropriate if you are
running a two-way ANOVA.

Test Procedure in SPSS

1. Click Graphs > Chart Builder... on the top menu as shown below:

ASW Statistics Data Editor

alyze  Graphsz  Lites  Add-ons Windowy  Help

~d il Chart Builder ..

Graphboard Template Chooser. .

ik

192

Legscy Dislogs 3
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2. You will be presented with the following screen:

£if Chart Builder
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Drag a Gallery chart here to use it as your starting
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R
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3. Under the Gallery Tab ( H ) select the Bar option and the clustered
bar chart icon (top row, second from left). Drag-and-drop this icon into
the Chart Preview Area (as shown below).
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4. You will be presented with the following dialog boxes: Chart Builder and
Element Properties. As you can see, the Chart Preview Area has been
populated with a template of a clustered bar chart.
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5. Transfer the independent variable "Edu_Level" into the "X-Axis?" box, the
other independent variable, "Gender", into the "Cluster on X: set color"
(top-right corner of the Chart Preview Area) and the dependent variable

"Int_Politics" into the "Y-Axis?" box.
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Creating a Bar Chart using SPSS (cont...)

6.

Ideally, we want to be able to show a measure of the spread of the data.
In this case, we wish to have error bars that represent +/- 1 standard
deviations. To do this we tick the "Dispay error bars" checkbox and then,
under the "Error Bars Represent" area we check the radio box entitled
"Standard deviation, Multiplier:" and enter "1".
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Click the button.

We do not need to do anything in the following screen, in this example.
However, it does present some options which you might find useful. You

can use the and button to rearrange the order of the categories and
the button to exclude a category. If you make a mistake and exclude a

variable you later want to include then you can simply click the button
in the "Excluded:" area.
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If you make any changes remember to click the button.

We want to change the y-axis label so that we can remove the "mean”
text and make the title more meaningful. We do this by selecting "Y-Axis1

(Bar1l)" in the "Edit Properties of:" area and then change the "Axis
Label:" as below:
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Edit Properties of: Edit Properties of:
Bar1 oy Bar1 e
HW-Axis1 (Bart) HW-Axis1 (Bart)
Azl (Barl) | Yozl (Barl)
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Major Incremment [+ 0 Major Incremment [+ 0
Oirigfin [ 0 Oirigfin [+ 0
—=cale Type —=cale Type
Type: Linesr - Type: Linesr -
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[&pply ] [ Close ][ Help ] [&ppl\; ][Cancel ][ Helgp ]

Click the button.

9. We do not need to do anything in the following screen, in this example.
However, it does present some options which you might find useful. You

can use the and button to rearrange the order of the categories and
the @button to exclude a category. If you make a mistake and exclude a

variable you later want to include then you can simply click the button
in the "Excluded:" area.
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If you make any changes remember to click the button.

10. Click the button.

Output

You will be presented with the following output:



Gender

W ale

80.00 EFemale

Interest in Politics

School College University

Edu_Level

A Simple Scatterplot using SPSS

(_)bjectives

A scatterplot can be used to detemine whether a relationship is linear, detect
outliers and graphically present a relationship. Determining whether a
relationship is linear is an important assumption of correlation and simple
regression. The example presented here is the same as in our guide on simple
regression.

Procedure

1. Click Graphs > Chart Builder... on the top menu as shown below:

ASW Statistics Data Editor
alyze  Graphsz  WMiites  Add-ons Windowe  Help

~5 il Chart Builder ..

Graphboard Template Chooser...

=

192 :
Legacy Dialogs 4

—| var [ var | war | ar
]

2. You will be presented with the following screen:


https://statistics.laerd.com/spss-tutorials/scatterplot-using-spss-statistics.php##
https://statistics.laerd.com/spss-articles/pearson-correlation-coefficient-statistical-guide.php
https://statistics.laerd.com/spss-tutorials/linear-regression-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/linear-regression-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/linear-regression-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/linear-regression-using-spss-statistics.php
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3. Under the Gallery Tab ( e ) select the Scatter/Dot option and the

simple scatterplot icon (top-left icon). Drag-and-drop this icon into the
Chart Preview Area (as shown by the ———Pin the diagram below).
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4. You will be presented with the following dialog boxes: Chart Builder and
Element Properties. As you can see, the Chart Preview Area has been
populated with a template of a simple scatterplot.
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5. Transfer the independent (predictor) variable, Income, into the "X-Axis?"
box and the dependent (outcome) variable into the "Y-AXxis?" box within
the Preview Chart Area by drag-and-dropping the variables from the
"Variables:" box.
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6. If you wish to change the axis labels then select "X-Axis1 (Pointl)"
and/or "Y-Axis1 (Pointl1)" in the Element Properties dialog box and
type in the new axis title. Below we demonstrate changing the X-Axis
label from "Income" to "Total Income (US Dollars)". Remember to click the

button after each label change. Repeat with the Y-Axis by changing
the label from "Price" to "Car Purchase Price (US Dollars)" and, again, click

the Mbutton.
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7. Click the button.

Output

You will be presented with the following output:




Car Purchase Price (US Dollars)

26000

25000

24000+

23000

22000

21000
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T
20000

| 1
24000 26000
Total Income (US Dollars)

T
23000

T
30000
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5. Transfer the independent variable, Treatment, into the "X-Axis?" box and
the dependent (outcome) variable, Cholesterol Concentration, into the "Y-
Axis?" box within the Preview Chart Area by drag-and-dropping the

: 1if |[Element Properties
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Bar1
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ooz (Bart)

~Shalevice

varkable
Sadistic:
Count.

|

[ Desplry simon bars
Error Bars Represent

variables from the "Variables:" box.
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Checking Assumptions
Testing for Normality using SPSS

Introduction

An assessment of the normality of data is a prerequisite for many statistical tests
as normal data is an underlying assumption in parametric testing. There are two
main methods of assessing normality - graphically and numerically.

This guide will help you to determine whether your data is normal and, therefore,
that this assumption is met in your data for statistical tests. The approaches can
be divided into two main themes - relying on statistical tests or visual inspection.
Statistical tests have the advantage of making an objective judgement of
normality but are disadvantaged by sometimes not being sensitive enough at low



sample sizes or overly sensitive to large sample sizes. As such, some statisticians
prefer to use their experience to make a subjective judgement about the data
from plots/graphs. Graphical interpretation has the advantage of allowing good
judgement to assess normality in situations when numerical tests might be over
or under sensitive but graphical methods do lack objectivity. If you do not have a
great deal of experience interpreting normality graphically then it is probably best
to rely on the numerical methods.

If you would like to see an example of how to test for normality in SPSS as part
of a complete statistical analysis, you can see this in action as part of our
enhanced Independent-samples t-test in SPSS guide. To go straight to the
relevant section, click here. This is a free, complete example of an enhanced
guide in our Premium section. You can check out our low prices for access to all
the enhanced content in our Premium section here.

Methods of assessing normality

SPSS allows you to test all of these procedures within Explore... command. The
Explore... command can be used in isolation if you are testing normality in one
group or splitting your dataset into one or more groups. For example, if you have
a group of participants and you need to know if their height is normally
distributed then everything can be done within the Explore... command. If you
split your group into males and females (i.e. you have a categorical independent
variable) then you can test for normality of height within both the male group and
the female group using just the Explore... command. This applies even if you
have more than two groups. However, if you have 2 or more categorical,
independent variables then the Explore... command on its own is not enough
and you will have to use the Split File... command also.

Procedure for none or one grouping variable

The following example comes from our guide on how to perform a one-way
ANOVA in SPSS.

1. Click Analyze > Descriptive Statistics > Explore... on the top menu as
shown below:

] - PASW Statistics Data Editor,

Analyze  Graphs  Ltilities  Add-ons Window  Help

P Reports 2 E ﬁ ¥ ;
o Descriptive Statistics F I5] Frequencies.. e
Compare Means 4 E Descriptives. .
General Linear Model r -
ns - e@ Explore...
7 Generalized Linear Models F @
Crozstabs...
1 Mixed Models b Shh
] M oosin

2. You will be presented with the following screen:


https://statistics.laerd.com/spss-tutorials/independent-t-test-in-spss.php
https://statistics.laerd.com/spss-tutorials/independent-samples-t-test-5.php
https://statistics.laerd.com/plans-and-pricing.php
https://statistics.laerd.com/spss-tutorials/one-way-anova-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/one-way-anova-using-spss-statistics.php
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3. Transfer the variable that needs to be tested for normality into the

"Dependent List:" box by either drag-and-dropping or using the ll]button.
In this example, we transfer the "Time" variable into the "Dependent List:"
box. You will then be presented with the following screen:

32t Explore

Dependent List: -
= -S‘tatlstlcs...
&3 Colrae &’ Titme
Cptions...
Factor List:

Label Cazes by:

Dizplay
[@ Both (O Statistics © Plats

(Cox ) (easte ) (geset ) (cancer) (e )

4. [Optional] If you need to establish if your variable is normally distributed
for each level of your independent variable then you need to add your
independent variable to the "Factor List:" box by either drag-and-dropping
or using the lllbutton. In this example, we transfer the "Course" variable
into the "Factor List:" box. You will be presented with the following screen:
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5. Click the button. You will be presented with the following screen:

i3t Explore: Statistics

Confidence Interyal for hean: S

[7] M-estimators
[ Cutliers
[ Percertiles

| Continue I | Cancel HElE

Leave the above options unchanged and click the button.

6. Click the button. Change the options so that you are presented
with the following screen:
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[CDntinue][ Cancel ][ Help ]

Click the button.
7. Click the button.

Output

SPSS outputs many table and graphs with this procedure. One of the reasons for
this is that the Explore... command is not used solely for the testing of normality
but in describing data in many different ways. When testing for normality, we are
mainly interested in the Tests of Normality table and the Normal Q-Q Plots,

our numerical and graphical methods to test for the normality of data,

respectively.

Shapiro-Wilk Test of Normality

Tests of Hormality
Course Kolmogorow-Smirnoy? Shapiro-yWilk
Statistic of Si. Statistic df Sii.
Time Beginner ATT 10 200 G964 10 82T
Intermediate 6B 10 200 64 10 a8z
Advanced 151 10 200 64 10 837

a. Lilliefors Significance Carrection

* This is a lower bound ofthe true significance.

The above table presents the results from two well-known tests of normality,

namely the Kolmogorov-Smirnov Test and the Shapiro-Wilk Test. We Shapiro-
Wilk Test is more appropriate for small sample sizes (< 50 samples) but can also
handle sample sizes as large as 2000. For this reason, we will use the Shapiro-
Wilk test as our numerical means of assessing normality.




We can see from the above table that for the "Beginner”, "Intermediate" and
"Advanced" Course Group the dependent variable, "Time", was normally
distributed. How do we know this? If the Sig. value of the Shapiro-Wilk Test is
greater the 0.05 then the data is normal. If it is below 0.05 then the data
significantly deviate from a normal distribution.

If you need to use skewness and kurtosis values to determine normality, rather
the Shapiro-Wilk test, you will find these in our upgraded Premium SPSS guide.
Check out our low prices here.

Normal Q-Q Plot

In order to determine normality graphically we can use the output of a normal Q-
Q Plot. If the data are normally distributed then the data points will be close to
the diagonal line. If the data points stray from the line in an obvious non-linear
fashion then the data are not normally distributed. As we can see from the
normal Q-Q plot below the data is normally distributed. If you at all unsure of
being able to correctly interpret the graph then rely on the numerical methods
instead as it can take a fair bit of experience to correctly judge the normality of
data based on plots.

Normal Q-Q Plot of Time

for Course= Beginner

|:|—

Expected Normal

-1

1 ! 1 ! I !
20.0 225 250 275 300 325

Observed Value

If you need to know what Normal Q-Q Plots look like when distributions are not
normal (e.g. negatively skewed), you will find these in our upgraded Premium
SPSS guide. Check out our low prices here.


https://statistics.laerd.com/plans-and-pricing.php
https://statistics.laerd.com/plans-and-pricing.php

Testing for Normality using SPSS (cont...)

Procedure when there are two or more independent variables

The Explore... command on its own cannot separate the dependent variable into
groups based on not one but two or more independent variables. However, we
can perform this feat by using the Split File... command.

1. Click Data > Split File... on the top menu as shown below:

&if Two-way ANOVA.sav [DataSet2?] - PASW Statistics Data
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(A}
-
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% Angregate...
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&
il = s -~ (o =S T O Y % L
o
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TTATE UITEYE [N

—
i

2. You will be presented with the following screen:



i Split File X]
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‘up

a
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3. Click the radio option, "Organize output by groups". Transfer the
independent variables you wish to categorize the dependent variable on
into the "Groups Based on:". In this example, we want to know whether
interest in politics (Int_Politics) is normally distributed when
grouped/categorized by Gender AND Edu_Level (education level). You will
be presented with the following screen:

73 Split File

ﬁ Int_Politics Analyze all cazes, do nat creste groups
COmpare groups
@ Crganize autput by groups

Groups Bazed on:

&3 Gender
&) Edu_Lewvel
@ Sart the file by grouping variables
File iz slready sorted

Current Status: Analysis by groups is off.

(o) (paste ) (oset ) (cancer) (Cioe)

Click the button.

[Your file is now split and the output from any tests will be organized into
the groups you have selected. ]



4. Click Analyze > Descriptive Statistics > Explore... on the top menu as
shown below:

], - PASW Statistics Data Editor,
Analyze  Graphs  Uilties  Add-onz  Window  Help

o Reports 2 i
o Descriptive Statistics r Fregquencies. .. ®|
Compare Means 3 @ Descriptives. ..

N eneral Linear Model » ~ ]
ns - e%- Explare. ..

7 Generalized Linear Models P

Crozstabs...
4 Mixed Models y | B crosstans
4 E‘ [ =R TN

5. You will be presented with the following screen:
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6. Transfer the variable that needs to be tested for normality into the
"Dependent List:" box by either drag-and-dropping or using the Ill
button. In this example, we transfer the "Int_Politics" variable into the
"Dependent List:" box. You will then be presented with the following
screen:
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[There is no need to transfer the independent variables "Gender" and
"Edu_Level" into the "Factor List:" box as this has been accomplished with
the Split File... command. Why not simply transfer these two independent
variables into the "Factor List:" box? Because this will not achieve the
desired result. It will first analyse "Int_Politics" for normality with respect
to "Gender" and then with respect to "Edu_Level". It does NOT analyse
"Int_Politics" for normality by grouping individuals into both "Gender" and
"Edu_Level" AT THE SAME TIME.]

7. Click the button. You will be presented with the following screen:

i3t Explore: Statistics

Confidence Interyal for Mean: g
[ hl-estimator s
[T Cutliers
[ Percentiles

[Cl:lntinue][ Cancel ][ Help ]

Leave the above options unchanged and click the button.

8. Click the button. Change the options so that you are presented
with the following screen:
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Click the button.
9. Click the button.

Output

You will now see that the output has been split into separate sections based on
the combination of groups of the two independent variables. As an example we
show the tests of normality when the dependent variable, "Int_Politics", is
categorized into the first "Gender" group (male) and first "Edu_Level" group
(School). All other possible combinations are also presented in the full output but
we will not shown them here for clarity.

Gender = Male, Edu_Level = School

Under this above category you are presented with the Tests of Normality table
as shown below:

Tests of Normality™
Kaolmogorow-Smirno? Shapiro-wilk
Statistic of Sig. Statistic df Sig.
Int_Palitics 78 10 o G44 10 Ragele

a. Lilliefors Significance Correction
* This is a lower bound ofthe true significance.
h. Gender = Male, Edu_Lewel= School

The Shapiro-Wilk test is now analyzing the normality of "Int_Politics" on the data
of those individuals that are classified as both "male" in the independent variable
"Gender" and "school" in the independent variable "Edu_Level". As the Sig. value



under the Shapiro-Wilk column is greater than 0.05 we can conclude that
"Int_Politics" for this particular subset of individuals is normally distributed.

The same data from the same individuals are now also being analyzed to produce
a Normal Q-Q Plot as below. From this graph we can conclude that the data
appears to be normally distributed as it follows the diagonal line closely and does
not appear to have a non-linear pattern.

Normal Q-Q Plot of Int_Politics

Gender= Male;Edu_Level= School

Expected Normal

! 1 ! 1
28 30 32 34 36 33 40

Observed Value

Predicting Scores
Linear Regression Analysis using SPSS

Objectives

Regression analysis is the next step up after correlation; it is used when we want
to predict the value of a variable based on the value of another variable. In this
case, the variable we are using to predict the other variable's value is called the
independent variable or sometimes the predictor variable. The variable we are
wishing to predict is called the dependent variable or sometimes the outcome
variable.

Example

42
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A saleman for a large car brand is interested in determining whether there is a
relationship between an individual's income and the price they pay for a car. They
will use this information to determine which cars to offer potential customers in
new areas where average income is known.

Assumptions

e Variables are measured at the interval or ratio level (continuous) (see
Types of Variable guide).

e Variables are approximately normally distributed (see Testing for
Normality guide).

e There is a linear relationship between the two variables.

Procedure

1. Click Analyze > Regression > Linear... on the top menu.

S5et1] - PASW Statistics Data Editor,

arm - Analyze  Graphs  Uilties  Add-ons Windows  Help

. EXER:

53353 Compare Means

Reports
Descriptive Statistics

Pric General Linear hModel
Generalized Linear Models
Mixed Madels

Correlate

Redreszion

E Lineat ...

Loyl
oglinear [ curve Estimation. .

Classify
- Partial Least Squares...

[l ordinal...

Dimension Reduction

T T OWT OW"T OWT OWT OFT OWwT O¥"T OW¥T W

Seoale

s A o R o T O T o B o

r

hlmmmaramatrie Tacts

2. You will be presented with the following dialog box:
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i:f Linear Regression

m Dependert:
& oo | & N
& Price ~Block 1 of 1 C
Previous et _
L - Ciptions...
Independent(z):

Selection Yariakle:
| | Rul...

L
— — iCaze Labels:
& | |
— WILS Wieight:

Paste Reset || Cancel Help |

-+

3. Transfer the independent (predictor) variable, Income, into the
"Independent(s):" box and the dependent (outcome) variable, Price, into
the "Dependent:" box. You can do this by either drag-and-dropping or by

using the wbuttons.



£i Linear, Regression

Dependert:

& Income - |§ Price |
Block 1 of 1
[[=ka
— Options. ..
Independent(z):
& Income
hdethoo:  |Enter

Selection Yariakle:

Case Labels:

WLS Weight:

(o) (easte ) (geset) coneet) (Croe)

I

4. Click the button.

Output of Linear Regression Analysis

SPSS will generate quite a few tables in its results section for a linear regression.
In this session, we are going to look at the important tables. The first table of
interest is the Model Summary table. This table provides the R and R? value.
The R value is 0.873, which represents the simple correlation and, therefore,
indicates a high degree of correlation. The R? value indicates how much of the
dependent variable, price, can be explained by the independent variable, income.
In this case, 76.2% can be explained, which is very large.

Model Summany

hodel Adjusted R Std. Error of
R R Square Sguare the Estimate
1 arae B2 F44 ar4.rrg

a. Predictors: (Constant), Income

The next table is the ANOVA table. This table indicates that the regression model
predicts the outcome variable significantly well. How do we know this? Look at
the "Regression” row and go to the Sig. column. This indicates the statistical
significance of the regression model that was applied. Here, P < 0.0005 which is
less than 0.05 and indicates that, overall, the model applied is significantly good
enough in predicting the outcome variable.



ANOWVAD

Model Sum of
Suares of Mean Sguare F Sin.
1 Regression 4 418E7 1 4 418E7 ar.yar oond
Residual 1.377ET 18 TE5238.393
Total A.THEET 14

a. Predictors: (Constant), Incaome
h. Dependent Variable: Price

The table below, Coefficients, provides us with information on each predictor
variable. This provides us with the information necessary to predict price from
income. We can see that both the constant and income contribute significantly to
the model (by looking at the Sig. column). By looking at the B column under the
Unstandardized Coefficients column we can present the regression equation

as:
Price = 8287 + 0.564(Income)
Coefficients™
Model Standardized
Linstandardized Coefficients Coeflicients
B Std. Error Beta 1 Sin.
1 (Caonstant B286.786 1852 256 4474 .oon
Incarme Ralat) 074 BT3 r.a493 .oon

a. Dependent Variable: Price

Assoclations

Pearson's Product-Moment Correlation using SPSS

34
Objectives

The Pearson product-moment correlation coefficient is a measure of the strength
and direction of association that exists between two variables measured on at
least an interval scale. It is denoted by the symbol r. An introductory guide to this
test is provided in our Statistical Guides section here and we recommend you
read it if you are not familiar with this test.

Assumptions

e Variables are measured at the interval or ratio level (continuous) (see
Types of Variable guide).

e Variables are approximately normally distributed (see Testing for
Normality guide).

e There is a linear relationship between the two variables.

e Pearsons's ris sensitive to outliers so it is best if outliers are kept to a
minimum or there are no outliers.
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How to test the assumptions for a Pearson's correlation and what to do when you
have any violations of these assumptions is fully explained in our upgraded
Premium SPSS guide. Check out our low prices here.

Example

A researcher wishes to know whether a person's height is related to how well
they perform in a long jump. The researcher recruited untrained individuals from
the general population, measured their height and had them perform a long
jump. The researcher then investigates whether there is an association between
height and long jump performance.

Testing assumptions

Your variables need to be normally distributed. To determine whether your
samples are normally distributed read our guide on Testing for Normality in SPSS.
Pearson's r is also very susceptible to outliers in the data so you need to test for
outliers. What if your samples are not normally distributed or there are outliers?
If your samples violate the assumption of normality or have outliers then you
might need to consider using a non-parametric test such as Spearman's
Correlation.

Test Procedure in SPSS

1. Click Analyze > Correlate > Bivariate... on the menu system as shown
below:

arson-r-test.sav [DataSet1] - PASW Statistics Data Editor

Edit View Data Transform Analyze Graphe Utiitiee Add-ons  Window  Help

Reports 3 g ,ﬁ T% Eﬂé
? H ['—"] - Deszcriptive Statistics 2 Eﬂ =
jht |1 5343315057 Compare Means F
Height ” Jump General Linear Model 3 " "
163 234 N Generalized Linear Modelz
1.8[] 2.48 M[E'Bd ldodelz 3
3 175 2.29 Correlate ' | Blverse.
! 1.86 262 Regression " | [ rartal..
5 183 2 64 L : I pistances...
; 171 2.30 e
Dimenzion Reduction k
7 1.75 244 -
Scale g
3 1.96 267 - _
Nonparametric Tests k
3 1.60 239 .
Forecasting 2
0 1.68 247 e N
1 1.80 2.60 Multiple Rezponse 3
2 1.87 2.75 Quality Control 2
3 1.74 2.40 ROC Curve...
4 1.67 246
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You will be presented with the following screen:

t:f Bivariate Correlations

Variables: Options...

& Height |

& Jump_Dist

r Correlation Coefficients

m Pearzon D Kendall's tau-b D Spearman

— Test of Significance

@ Two-tailed © One-tailed

E Flag significant correlations

(o) () (e

Published with written permission from SPSS Inc, an IBM Company.

2. Transfer the variables "Height" and "Jump_Dist" into the "Variables:" box

by dragging-and-dropping or by clicking the wbutton. You will end up
with a screen similar to the one below:



£3f Bivariate Correlations @

Wariahles: Options...

&% Height

&% Jump_Dist

~ Correlation Coefficients
[of Pearzon [ Kendal's tau-b [] Spearman

— Test of Significance

@ Two-tailed © One-tailed

@ Flag significant correlations

(Cox ) (easte ) (geset ) (coneer) ek |

Published with written permission from SPSS Inc, an IBM Company.

Make sure that the Pearson tickbox is checked under the "Correlation
group (although it is selected by default in SPSS).

Coefficients" i
Click the button. If you wish to generate some descriptives you

can do it here by clicking on the particular tickbox.

%]

iit Bivariate Correlations: Options

Statistics
Ei EMeans and stancard deviatinn&i

[] Cross-product devistions and covariances

Miz=zing Values
@ Exclude cases pairise

Exclude cases listwize

[Cu:untinue” Cancel ” Help ]

Published with written permission from SPSS Inc, an IBM Company.

Then click the button.
5. Click the button.



Output

You will be presented with the Correlations table in the output viewer as below:

Correlations
Height Jump_Dist
Height Pearson Correlation 1 .??T“_
Sig. (2-tailed) .0oo
M 27 27
Jump_Dist  Pearson Correlation T 1
Sig. (2-tailed) .0oo
M 27 27

= Correlation is significant atthe 0.01 level (2-tailed).

The results are presented in a matrix such that, as can be seen above, the
correlations are replicated. Nevertheless, the table presents the Pearson
correlation coefficient, the significance value and the sample size that the
calculation is based on. In this example, we can see that the Pearson correlation
coefficient, r, is 0.777 and that this is statistically significant (p < 0.0005).

Understanding the Output
In our example you might present the results are follows:

A Pearson product-moment correlation was run to determine the relationship
between an individual's height and their performance in a long jump (distance
jumped). The data showed no violation of normality, linearity or homoscedasticity
(you will need to have checked for these). There was a strong, positive
correlation between height and distance jumped, which was statistically
significant (r = .777, n = 27, p < .0005).

Spearman's Rank Order Correlation using SPSS

25
Objectives

The Spearman Rank Order Correlation coefficient, rs, is a non-parametric measure
of the strength and direction of association that exists between two variables
measured on at least an ordinal scale. It is denoted by the symbol rs (or the
greek letter 2,pronounced rho). The test is used for either ordinal variables or for
interval data that has failed the assumptions necessary for conducting the
Pearson's product-moment correlation. If you would like some more background
on this test you can find it in our statistical guide here.

Assumptions

e Variables are measured on an ordinal, interval or ratio scale (see out
Types of Variable article).


https://statistics.laerd.com/spss-tutorials/independent-t-test-in-spss.php
https://statistics.laerd.com/spss-tutorials/independent-t-test-in-spss.php
https://statistics.laerd.com/spss-tutorials/spearmans-rank-order-correlation-using-spss-statistics.php##
https://statistics.laerd.com/statistical-guides/spearmans-rank-order-correlation-statistical-guide.php
https://statistics.laerd.com/statistical-guides/types-of-variable.php

e Variables need NOT be normally distributed.

e There is a monotonic relationship between the two variables, i.e. either
the variables increase in value together or as one variable value increases
the other variable value decreases (see guide here for more information).

e This type of correlation is NOT very sensitive to outliers.

Example

A teacher is interested in those who do the best at English also do better in Maths
(assessed by exam) students in English are also the best performers in Maths.
She records the scores of her 10 students as they performed in end-of-year
examinations for both English and Maths.

Test Procedure in SPSS

1. Click Analyze > Correlate > Bivariate... on the menu system as shown
below:

-test.sav [DataSet3] - PASW Statistics Data Editor

Transform  Analyze  Graphs  Ltilities  Add-ons Window  Help

| Reports r gﬁ Z@ |
E 4 - - e |
Descriptive Statistics P ! .
E Compare Means k
Adark ¥E General Linear Madel b
e Generalized Linesr Models b
75 Mixed Modelz k
45 Correlate 4 L] Bivariste...
i 4
71 Regression Partial...
Loglinesr k
B = R E Distances..
Classify
B4 -
Citvension Reduction k
a5
Scale b

[atel
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2. Transfer the variables "English_Mark" and "Maths_Mark" into the

"Variables" box by dragging-and-dropping or by clicking the lllbutton. You
will end up with a screen similar to the one below:


http://statistics.laerd.com/statistical-guides/spearmans-rank-order-correlation-statistical-guide.php

i3 Bivariate Correlations g|

Wariahlas:
&2 English_Mark
&7 Maths_Mark

Cptions...

Carrelation Coefficierts

[] Pearson [ | Kendal's tau-b [

Test of Zignificance

@ Two-tailed © One-tailed

@ Flag significant correlations

(Cos]) (easte ) (Reset ) (coneet) (Crom)
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3. Make sure that you uncheck the Pearson tickbox (it is selected by default
in SPSS) and check the Spearman tickbox under the "Correlation

Coefficients" i roup.
4. Click the button.
Output

You will be presented with 3 tables in output viewer under the title "Correlations"
as below:
Correlations

English_Mark | Maths_Mark
Spearman's rho  English_Mark  Caorrelation Coefficient 1.000 BB
Sig. (2-tailed) . 035
M 10 10
Mathis_Mark Carrelation Coefficient 6B 1.000
Sig. (2-tailed) 03a
M 10 10

* Correlation is significant atthe 0.05 level {(2-tailed).

The results are presented in a matrix such that, as can be seen, the correlations
are replicated. Nevertheless, the table presents Spearman's Rank Order
Correlation, its significance value and the sample size that the calculation was



based on. In this example, we can see that Spearman's correlation coefficient, ry,
is 0.669 and that this is statistically significant (P = 0.035).

Reporting the Output

In our example you might present the results are follows: A Spearman's Rank
Order correlation was run to determine the relationship between 10 students'
English and maths exam marks. There was a strong, positive correlation between
English and maths marks, which was statistically significant (rs(8) = .669, P =
.035).

Chi-Square Test for Association using SPSS

48
Objective

The Chi-Square test for independence, also called Pearson's Chi-square test or
the Chi-square test of association is used to discover if there is a relationship
between two categorical variables.

Example

Educators are always looking for novel ways in which to teach statistics to
undergraduates as part of a non-statistics degree course, e.g. psychology. With
current technology it is possible to present how-to guides for statistical programs
online instead of in a book. However, different people learn in different ways. An
educator would like to know whether gender (male/female) is associated with the
preferred type of learning medium (online vs. books). We therefore have two
nominal variables: Gender(male/female) and Preferred Learning Medium
(online/books).

Assumptions

e Two variables that are ordinal or nominal (categorical data). (see our
guide on Types of Variable)
e There are two or more groups in each variable.

Test Procedure in SPSS

1. Click Analyze > Descriptives Statistics > Crosstabs... on the to menu
as shown below:
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f:f Chi-square-independence.sav [DataSet2] - PASW Statistics Data Editor
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2. You will be presented with the following:

i Crosstabs
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3. Transfer one of the variables into the "Row(s):" box and the other variable
into the "Column(s):" box. In our example we will transfer the "Gender"
variable into the "Row(s):" box and "Preferred_Learning" into the
"Column(s):" box. There are two ways to do this. You can highlight the

variable with your mouse and then use the relevant lilbuttons to transfer



the variables or you can drag-and-drop the variables. How do you know
which variable goes in the row or column box? There is no right or wrong
way. It will depend on how you want to present your data.

If you want to display clustered bar charts (recommended) then make sure
that "Display clustered bar charts" checkbox is ticked.

You will end up with a screen similar to the one below:

a2t Crosstabs

Row(=):

r
Gender
»
Columniz):
&; Preferred Learning heci...

B
rLayer 1 of 1

Previous [ [=¥s

L

[+ EDispIa':.f clustered bar charts:i

|:| Suppress tables

[ ik ]Easte ]&eset ”Cancel” Help ]

Published with written permission from SPSS Inc, an IBM Company.

4. Click on the button. Select the "Chi-square" and "Phi and

Cramer's V" options as shown below:
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Click the button.
Click the button. Select "Observed" from the "Counts" area and

"Row", "Column" and "Total" from the "Percentages" area as shown below:

gif Crosstabs: Cell Display

[ Expected
~Percentages Fesiduals

[ R [ Unstancardized

[+ Column [F Standardized

[ Total [ adjusted standardized
—Moninteger Weight=
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Mo adjustments

[Cu:untinue” Cancel ” Help ]
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Click the button.



6. Click the button. [This next option is only really useful if you

have more than two categories in one of your variables but we will show it
here in case you have]

You will be presented with the following:

i3 Crosstabs: Table Format @

Fowy Oroder

@} Azcending

] Descending

[Cn:untinue][ Cancel ][ Help ]
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This option allows you to change the order of the values to either
ascending or descending.

Once you have made your choice click the button.
7. Click the button to generate your output.

Output

You will be presented with some tables in the Output Viewer under the title
"Crosstabs". The tables of note are presented below:

The Crosstabulation Table (Gender*Preferred Learning Medium Crosstabulation)

Gender * Preferred Learning Medium Crosstabulation

Preferred Learning Medium
EBooks Online Total
Gender  Male Count 16 24 40
% within Gender 40.0% B0.0% 100.0%
% within Preferred 55.2% 47 1% a0.0%
Learning Medium
% of Total 20.0% 30.0% a0.0%
Female  Count 13 27 40
% within Gender 32.5% 67.5% 100.0%
% within Preferred 44 8% 52.9% a0.0%
Learning Medium
% of Total 16.3% 33.8% 50.0%
Total Count 24 a1 an
% within Gender 36.3% 63.8% 100.0%
% within Preferred 100.0% 100.0% 100.0%
Learning Medium
% of Total 36.3% 63.8% 100.0%




This table allows us to understand that both males and females prefer to learn
using online materials vs. books.

The Chi-Square Tests Table

Chi-Square Tests

Asymp. Sig. Exact Sig. (2- Exact Sig. {1-
Walue if (2-sided) sided) sided)
Fearzon Chi-Sguare 4874 Ag5
Continuity Correction® 2B Rz
Likelihood Ratio A7 485
Fisher's Exact Test G42 321
Linear-by-Linear A 488
Association
M ofvalid Cases a0

a. 0 cells (0%) have expected count less than 8. The minimum expected count is 14.480.

b, Computed only for a 2x2 table

When readings this table we are interested in the results for the Continuity

correction. We can see here that Chi-square(1) = 0.487, P = 0.485. This tells us
that there is no statistically significant association between Gender and Preferred
Learning Medium. That is, both Males and Females equally prefer online learning

vs. books. If you had a 2 x 2 contingency table and small humbers then

The Symmetric Measures Table

Symmetric Measures

Walle Approy. Sig.
MHaminal by Mominal — Phi .ora A84
Cramer's ¥ ave 484

M ofvalid Cases 20

Phi and Cramer's V are both tests of the strength of association. We can see that
the strength of association between the variables is very weak.

Bar chart




Bar Chart

Freferred
Learning
Medium

M Books
® online

207

Count

104

U—

Male Female

Gender

It can be easier to visualize data than read tables. The clustered bar chart option
allows a relevant graph to be produced that highlights the group categories and
the frequency of counts in these groups.

Reliability
Cronbach's Alpha (a) using SPSS

Introduction

Cronbach's alpha is the most common measure of internal consistency
("reliability"). It is most commonly used when you have multiple Likert questions
in a survey/questionnaire that form a scale and you wish to determine if the scale
is reliable.

Example

A researcher has devised a nine-question questionnaire with which they hope to
measure how safe people feel at work at an industrial complex. Each question
was a 5-point Likert item from "strongly disagree" to "strongly agree". In order to
understand whether the questions in this questionnaire all reliably measure the


https://statistics.laerd.com/spss-tutorials/cronbachs-alpha-using-spss-statistics.php##

same latent variable (feeling of safety) (so a Likert scale could be constructed), a
Cronbach's alpha was run on a sample size of 15 workers.

Setup in SPSS

The nine questions have been labelled "Qu1" through to "Qu9". To know how to
correctly enter your data into SPSS in order to run a Cronbach's alpha test please
read our Entering Data into SPSS tutorial.

Test Procedure in SPSS

1. Click Analyze > Scale > Reliability Analysis... on the top menu as
shown below:

[DataSet0] - PASW Statistics Data Editor

+ Data Transform  Analyze  Graphs  Utiities Add-ons  Window  Help

= Reports 3 ﬁ = BB Py P
— ;I;H - = VAN
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1 Generalized Linear Modelsk 2 1 1
4 I Eﬂd Model= k 3 4 g
3 Correlate 2 3 3 2
1 Eegresslun 2 2 1 2
3 nglln.ear : 2 7 i
3 Clas=ify 5 3 5
Dimenzion Reduction 2
4 - =y 2 2
1 Scale " | [ Reliabilty Analysis...
5 LT E S D Muttidimensional Scaling (ALSCAL}...
Forecasting k
d Survival 2 d 3 s
3 Multiple Response 3 3 2 1
1 Quality Control 2 2 1 2
4 ROC Curve... 2 1 4
1 J T = 5 4 3
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2. You will be presented with the Reliability Analysis dialogue box:
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3. Transfer the variables "Qu1" to "Qu9" into the "Items:" box. You can do

this by drag-and-dropping the variables into their respective boxes or by
using the wbutton. You will be presented with the following screen:

£3f Reliability Analysis

— [ statsts..
4l o 4 aut =

g auz
4 aus
o
gl aus

4l au?

4l aus
l__l'l D =

Kodel: Alpha -

Scale label: | |

(L ok J[ paste J[ Reset || cancel| [ tep |
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4. Leave the "Model:" set as "Alpha", which represents Cronbach's alpha in

SPSS. If you want to provide a name for the scale enter it in the "Scale
label:" box. Since this only prints the name you enter at the top of the



SPSS output, it is certainly not essential that you do; and in this case we
will leave it blank.

5. Click on the button, which will present the Reliability Analysis:
Statistics dialogue box, as shown below:

£if Reliability Analysis: Statistics

- Descriptives for rInter-ttem
[C] correlations
] Scale ] Covariances
[ Scale if item deleted

- Summaries —ANOWVA Table
[C] Means @ None
] ariances F test
[] covariances Friedman chi-square
[ Correlations Cochran chi-square
E Hoteling's T-=quare [ Tukey's te=t of additivity

|:| Intraclazs correlation coefficient

((continue ] [_cancel | _tep |
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6. Select the "Item", "Scale" and "Scale if item deleted" in the "Descriptives
for" box and "Correlations" in the "Inter-Item" box, as shown below:



fif Reliability Analysis: Statistics

Deszcriptives for Inter-tem
[ tem lationsg
[V scale [] Covariances
[ Scale if item deleted

Summaries ANOVA Table
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- -
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7. Click the button. This will return you to the Reliability Analysis
dialogue box.

8. Click the button to generate the output.

SPSS Output for Cronbach's Alpha

SPSS produces many different tables. The first important table is the Reliability

Statistics table that provides the actual value for Cronbach's alpha, as shown
below:

Reliability Statistics

Cronhach's
Alpha Based
an
Cronbach's Standardized

Alpha lterms M of tems

805 T96 4

We can see that in our example, Cronbach's alpha is 0.805, which indicates a
high level of internal consistency for our scale with this specific sample.
Item-Total Statistics

The Item-Total Statistics table presents the Cronbach's Alpha if Item
Deleted in the final column , as shown below:



Itemn-Total Statistics

Scale Corrected Sguared Cronbach's
Scale Mean if Yariance if [tem-Total multiple Alpha if ltermn
Itermn Deleted Itern Dreleted Correlation Correlation Deleted
G 24.20 45,0249 633 588 TBT
Gz 23.93 47.352 A0 G5 783
Q3 24.07 46,638 54 Rele]e] TET
P! 23.40 47114 551 823 F74
Gl 23.60 £1.287 384 AT3 784
QLG 24.47 50.695 Ar2 683 a0z
Qw7 24.07 45210 B15 o 70
Cg 24.20 AE.467 128 T8 823
oA 24.07 45210 .84 B10 T74

This column presents the value that Cronbach's alpha would be if that particular
item was deleted from the scale. We can see that removal of any question except
question 8, would result in a lower Cronbach's alpha. Therefore, we would not
want to remove these questions. Removal of question 8 would lead to a small
improvement in Cronbach's alpha and we can also see that the Corrected Item-
Total Correlation value was low (0.128) for this item. This might lead us to
consider whether we should remove this item.

Cronbach's alpha simply provides you with an overall reliability coefficient for a
set of variables, e.g. questions. If your questions reflect different underlying
personal qualities (or other dimensions), for example, employee motivation and
employee commitment, then Cronbach's alpha will not be able to distinguish
between these. In order to do this and then check their reliability (using
Cronbach's alpha), you will first need to run a test such as a principal components
analysis (PCA). If this sounds like something you would want to do, check out the
features of our Premium PCA guide, here.
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Independent T-Test using SPSS

abjectives

The independent t-test compares the means between two unrelated groups on
the same continuous, dependent variable. The SPSS t-test procedure allows the
testing of equality of variances (Levene's test) and the t-value for both equal-
and unequal-variance. It also provides the relevant descriptive statistics. A
statistical guide on the independent t-test is provided here.
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You can access our much more comprehensive version of this guide for FREE,
normally only available in our Laerd Statistics Premium section, here. We have
made the guide available to illustrate the difference between our free and
enhanced guides.

Assumptions

e Independent variable consists of two independent groups.

e Dependent variable is either interval or ratio (see our guide on Types of
Variable).

e Dependent variable is approximately normally distributed (see Testing
for Normality article)

e Similiar variances between the two groups (homogeneity of variances)
(tested for in this t-test procedure).

Background to Example

The concentration of cholesterol (a type of fat) in the blood is associated with the
risk of developing heart disease, such that higher concentrations of cholesterol
indicate a higher level of risk and lower concentrations indicate a lower level of
risk. If you lower the concentration of cholesterol in the blood then your risk for
developing heart disease can be reduced. Being overweight and/or physically
inactive increases the concentration of cholesterol in your blood. Both exercise
and weightloss can reduce cholesterol concentration. However, it is not known
whether exercise or weightloss is best for lowering blood cholesterol
concentration.

Example

A random sample of inactive male individuals that were classified as overweight
were recruited to a study to investigate whether an exercise or weight loss
intervention is more effective in lowering cholesterol levels. To this end, they
randomly split the group into two sub-groups; one group underwent an exercise
training programme and the other group undertook a calorie-controlled diet. In
order to determine which treatment programme was more effective, the mean
cholesterol concentrations were compared between the two groups at the end of
the treatment programmes.

Setup in SPSS

In SPSS we separated the groups for analysis by creating a grouping variable
called "Group" and gave the exercise group a value of "1" and the diet group a
value of "2". Cholesterol concentrations were entered under the variable name
"Cholesterol". How to correctly enter data in SPSS to run an independent t-test
is explained in our guide here.

Descriptives

Unless you have other reasons to do so, it would be considered normal to present
information on the mean and standard deviation for this data. You might also
state the number of participants you had in each group that were to be analysed.
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This is in case you have, for example, missing values and the number of recruited
participants is larger than that which can be analysed.

You might also wish to present a diagram so that you can show your results
visually in order that a reader might understand them better. You could present a
bar chart with error bars (for example, SD or 95% CI) (see our guide here).

Testing assumptions

To determine whether your samples are normally distributed read our Testing for
Normality article. What if your samples are not normally distributed? Well, if your
data set is large then small deviations are generally tolerable. However, if your
samples are small or your data set is largely non-normal then you need to
consider a non-parametric test instead, such as the Mann-Whitney U Test.

The assumption of equal variances is tested in SPSS by Levene's Test for Equality
of Variances. The result of this test is presented in the output when running an
independent t-test and is discussed later in this guide.

Test Procedure in SPSS

1. Click Analyze > Compare Means > Independent-Samples T Test...
on the top menu as shown below.

endent T-Test.sav [DataSet1] - PASW Statistics Data Editor
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General Linear Model b
Group Cholest - E One-Sample T Test. .
1 Generalized Linear Modelzs P o
Mixed Models b ﬁ Independent-Samples T Test...
1 Moced I s
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Published with written permission from SPSS Inc, an IBM company.

You will be presented with the following:
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Published with written permission from SPSS Inc, an IBM company.

Put the "Cholesterol Concentration" variable into the "Test Variable(s):"
box and the "Treatment" variable into the "Grouping Variable:" box by

highlighting the relevant variables and pressing the lil buttons.

t2f Independent-5amples T Test
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ﬁ Chaolesteral Concertrst. ..

Grouping Y ariakble:
+ |Freatment(? 7 |
Define Groups...
Paste Reset | Cancel Help

Published with written permission from SPSS Inc, an IBM company.

You then need to define the groups (treatments). Press the

button.

You will be presented with the following screen:
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4. Enter "1" into the "Group 1:" box and enter "2" into the "Group 2:" box.
Remember that we labelled the Diet Treatment group as "1" and the
Exercise Treatment group as "2". If you have more than 2 treatment
groups, e.g. a diet, exercise and drug treatment group, then you could
type in "1" to "Group 1:" box and "3" to "Group 2:" box if you wished to

compare the diet with drug treatment.

£it Define Groups E|
@ Use specified values
Cut poirt;

[CDntinue][ Cancel ][ Help ]

Published with written permission from SPSS Inc, an IBM company.

5. Press the button

If you need to change the confidence level limits, or change how to

exclude cases then press the L2195 Jhtton.

You will be presented with the following:
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7. Click the button.
8. Click the button.

Output of the independent t-test in SPSS

You will be presented with two tables containing all the data generated by the
independent t-test procedure in SPSS.

Group Statistics Table

This table provides useful descriptive statistics for the two groups that you
compared including the mean and standard deviation.

Group Statistics
Group Std. Error
M Mean Std. Deviation Mean
iholesterol Diet 20 6.1450 A15549 1618
Concentration Exercise 0 | 57950 28179 08537

Independent Samples Test Table

This table provides the actual results from the independent t-test and Levine's
Test for Equality of Variances. [In order to fit the image of this table onto this
webpage we have swapped the rows and columns in the table so that the table is
arranged vertically not horizontally. Therefore, you will be presented with a
slightly differently looking table but the data and interpretation remain the same.
By clicking on the image below you will see the original, horizontally arranged
table so that you are able to compare the two.]



Independent Samples Test

Chaolesteral Concentration

Enqual Equal
variances variances not
assumed assumed

Levene's Testfor Equality | F 214
ofvariances )
Sin. A7
t-test for Equality of 1 2.428 2428
Means dif 38 34 886
Sig. (2-tailed) .oz0 021
Mean Difference 25000 258000
Std. Error Difference Ja418 4418
95% Confidence Interval Lower 048313 0aray
ofthe Difference
Upper B4187 B4273

The first thing you need to do is check to see if you have similar variances in the
two groups by checking the result of Levine's Test for Equality of Variances. To

check this, look at the "Sig." row within Levine's Test for Equality of

Variances row as highlighted below:

Independent Samples Test
Chaolesteral Concentration
Enqual Equal

variances variances not
assumed assumed

Levene's Testfor Equality | F 314

ofvariances i @

io. .—____'r

If the variances are equal in both groups, then the p-value ("Sig.") will be greater
than 0.05. However, if the p-value is less than 0.05, the variances are unequal. If
you have unequal variances then you need to use the Equal variances not
assumed column otherwise you use the Equal variances assumed column.

In this case, we have a p-value of 0.579 for Levene's test so we can conclude
that we have equal variances and we look at the Equal variances assumed
column. Looking down this column we can see that the group means are
significantly different as the value in the "Sig. (2-tailed)" row is less than 0.05.
Looking at the Group Statistics table we can see that those people that
undertook the exercise trial had lower cholesterol levels at the end of the
programme than those that underwent a calorie-controlled diet.

Reporting the output of the independent t-test




We might report the statistics in the following format: t(degrees of freedom[df])
= t-value, p = significance level. In our case this would be: t(38) = 2.470, p =
0.018. Therefore, we might report the results of the study as follows:

This study found that overweight and physically inactive male participants had
statistically significant lower cholesterol levels (5.78 £ 0.38 mmol/L) at the end of
an exercise training programme vs. after a calorie-controlled diet (6.21 £ 0.65
mmol/L) (£(38) = 2.470, p = 0.018).

Dependent T-Test using SPSS

abjectives

The dependent t-test (called the Paired-Samples T Test in SPSS) compares the
means between two related groups on the same continuous variable. The SPSS
paired-samples t-test procedure also provides relevant descriptive statistics. For
an easy-to-follow guide on the dependent t-test please see our statistical guide.

Assumptions

¢ Dependent variable is interval or ratio (continuous) (see our Types of
Variable guide).

e The differences in the dependent variable between the two related groups
are approximately normally distributed.

¢ Independent variable consists of two related groups or "matched-
pairs".

¢ No outliers in the differences between the two related groups.

It is vitally important to check these assumptions because if they are violated the
result of the dependent t-test can be invalid. How to first calculate the difference
scores, and then to check the above assumptions on these scores, is presented in
the enhanced version of this guide, available as part of our Laerd Statistics
Premium content. To get a sense of the advantages of purchasing access to Laerd
Statistics Premium, you can view our enhanced Independent-samples t-test in
SPSS guide for free (normally Premium). To go straight to the relevant section for
testing assumptions, click here. This enhanced guide also explain what to do if
you violate any of the assumptions. You can check out our low prices for access
to all the enhanced content in our Premium section here.

Example

A group of Sports Science students (n = 20) are selected from the population to
investigate whether a 12 week plyometric training programme improves their
standing long jump performance. In order to test whether this training improves
performance, the sample group are tested for their long jump performance before
they undertake a plyometric training programme and then again at the end of the
programme.
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Test Procedure in SPSS

[If you are unsure of how to correctly enter your data into SPSS in order to run a
dependent t-test then read our guide on how to do it here. Our enhanced guide
includes a description of the file set-up and the ability to download the SPSS file

for the guide.]

1. Click Analyze > Compare Means > Paired-Samples T Test... on the
top menu.
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2. You will be presented with the following:
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You need to transfer the variables "JUMP1" and "JUMP2" into the "Paired
Variables:" box. There are two ways to do this. You can either highlight
both variables (use the cursor and hold down the shift key and press

the lll button, or you can drag and drop each variable into the boxes). If
you are using older versions of SPSS, you will need to transfer the
variables using the former method.

You will end up with a screen similar to the one below:

t:f Paired-Samples T Test

Paired Variahles: Options...
& IR Pair  |Varisble! | “ariakle2
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2
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button shifts the pair of variables you have highlighted down one
level.

button shifts the pair of variables you have highlighted up one level.
button shifts the order of the variables with a variable pair itself.

4. If you need to change the confidence level limits or to exclude cases then

press the Mbutton:
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(@ Exclude cazes analysis by analysis

12 Exclude cases listwise
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Click on the button.
5. Click the button to generate the output.

SPSS Output of the Dependent T-Test

You will be presented with three tables in the Output Viewer under the title "T-
Test" but you only need to look at two tables - the Paired Sample Statistics
table and the Paired Samples Test table, as discussed below:

Paired Sample Statistics Table

The first table titled Paired Sample Statistics is where SPSS has generated
descriptive statistics for your variables. You can use the data here to describe the
characteristics of the first and second jumps in your results.

Paired Samples Statistics
Std. Errar
Mean M Std. Deviation Mean
Fair1  JUMP1 24814 20 6138 03608
JUMPZ 251585 20 15882 03574

Paired Samples Test Table

The Paired Samples Test table is where the results of the dependent t-test are
presented. A lot of information is presented here and it is important to remember



that this information refers to the differences between the two jumps (the
subtitle reads "Paired Differences"). As such, the columns of the table labelled
"Mean", "Std. Deviation", "Std. Error Mean", 95% CI refer to the mean difference
between the two jumps and the standard deviation, standard error and 95% CI of
this mean difference, respectively. The last 3 columns express the results of the
dependent t-test, namely the t-value, the degrees of freedom and the
significance level.

Paired Samples Test
Pair1
JURPT - JUMP 2

Faired Differences | Mean -.03400
Std. Deviation 03185
Std. Error Mean 00712
95% Confidence Interval Lower -.04891

ofthe Difference
Upper -.014809
t -4.7713
df 19
Sig. (2-tailed) oo

Reporting the output of the Dependent T-Test

We might report the statistics in the following format: t(degrees of freedom[df])
= t-value, p = significance level. In our case this would be: t(19) = -4.773, p <
0.0005. Due to the means of the two jumps and the direction of the t-value we
can conclude that there was a statistically significant improvement in jump
distance following the plyometric training programme from 2.48 £ 0.16 m to 2.52
+ 0.16 m (p < 0.0005); an improvement of 0.03 £ 0.03 m.

N.B. SPSS will output many results to many decimal places but you should
understand your measuring scale to know whether it is appropriate to report your
results in such accuracy.

A full explanation of the results for a dependent t-test is included in our enhanced
guide in Laerd Statistics Premium. You can find out about pricing here.

Dependent T-Test for Paired Samples

17
What does this test do?

The dependent t-test (also called the paired t-test or paired-samples t-test)
compares the means of two related groups to detect whether there are any
statistically significant differences between these means.

If you wish to learn how to calculate the dependent t-test then we have a
dependent t-test calculator that also generates all the working involved in getting
to the answer. The calculator can be found here.

What variables do you need for a dependent t-test?
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You need one dependent variable that is measured on an interval or ratio scale
(see our Types of Variable guide if you need clarification). You also need one
categorical variable that has only two related groups.

What is meant by "related groups™?

A dependent t-test is an example of a "within-subjects" or "repeated-measures"
statistical test. This indicates that the same subjects are tested more than once.
Thus, in the dependent t-test, "related groups" indicates that the same subjects
are present in both groups. The reason that it is possible to have the same
subjects in each group is because each subject has been measured on two
occasions on the same dependent variable. For example, you might have
measured 10 individuals' (subjects') performance in a spelling test (the
dependent variable) before and after they underwent a new form of computerised
teaching method to improve spelling. You would like to know if the computer
training improved their spelling performance. Here, we can use a dependent t-
test as we have two related groups. The first related group consists of the
subjects at the beginning (prior to) the computerised spell training and the
second related group consists of the same subjects but now at the end of the
computerised training.

Does the dependent t-test test for "changes™ or "differences" between related
groups?

The dependent t-test can be used to test either a "change" or a "difference" in
means between two related groups but not both at the same time. Whether you
are measuring a "change" or "difference" between the means of the two related
groups depends on your study design. The two types of study design are
indicated in the following diagrams.

How do you detect differences between experimental conditions using the
dependent t-test?

The dependent t-test can look for "differences" between means when subjects are
measured on the same dependent variable under two different conditions. For
example, you might have tested subjects' eyesight (dependent variable) when
wearing two different types of spectacle (independent variable). See the diagram
below for a general schematic of this design approach (click the image to
enlarge):
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Find out more about the dependent t-test on the next page.

Dependent T-Test for Paired Samples (cont...)

2
How do you detect changes in time using the dependent t-test?

The dependent t-test can also look for "changes" between means when the
subjects are measured on the same dependent variable but at two time points. A
common use of this is in a pre-post study design. In this type of experiment we
measure subjects at the beginning and at the end of some intervention, e.g. an
exercise-training programme or business-skills course. A general schematic is
provided below (click image to enlarge):
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How else might you use the dependent t-test?

You can also use the dependent t-test to study more complex study designs
although it is not normally recommended. The most common, more complex
study design where you might use the dependent t-test is where you have a
crossover design with two different interventions that are both performed by the
same subjects. One example of this design is where you have one of the
interventions act as a control. For example, you might want to investigate
whether a course of diet counselling can help people lose weight. To study this
you could simply measure subjects' weight before and after the diet counselling
course for any changes in weight using a dependent t-test. However, to improve
the study design you also include want to include a control trial. During this
control trial, the subjects could either receive "normal" counselling or do nothing
at all or something else you deem appropriate. In order to assess this study using
a dependent t-test you would use the same subjects for the control trial as the
diet counselling trial. You then measure the differences between the interventions
at the end, and only at the end, of the two interventions. Remember, however,
that this is unlikely to be the preferred statistical analysis for this study design.

What are the assumptions of the dependent t-test?

The types of variable needed for the dependent t-test have already been
discussed earlier in this guide. In addition, the distribution of the differences
between the scores of the two related groups needs to be normally distributed.
We do this by simply subtracting each individuals' score in one group from their
score in the other related group and then testing for normality in the normal way
(see our guide on how to test for normality in SPSS here). It is important to note
that the two related groups do not need to be normally distributed themselves -
just the differences between the groups.



Dependent T-Test for Paired Samples (cont...)

3
What hypothesis is being tested?

The dependent t-test is testing the null hypothesis that there are no differences
between the means of the two related groups. If we get a significant result then
we can reject the null hypothesis that there are no significant differences between
the means and accept the alternative hypothesis that there are statistically
significant differences between the means. We can express this as follows:

Ho: M1 = M2

Hat g1 # M2
What is the advantage of a dependent t-test over an independent t-test?

Before we answer this question, we need to point out that you cannot choose one
test over the other unless your study design allows it. What we are discussing
here is whether it is advantageous to design a study that uses one set of subjects
whom are measured twice or two separate groups of subjects measured once
each. The major advantage of choosing a repeated-measures design (and
therefore running a dependent t-test) is that you get to eliminate the individual
differences that occur between subjects - the concept that no two people are the
same - and this increases the power of the test. What this means is that you are
more likely to detect any significant differences, if they do exist, using the
dependent t-test versus the independent t-test.

Can the dependent t-test be used to compare different subjects?

Yes, but this does not happen very often. You can use the dependent t-test
instead of using the usual independent t-test when each subject in one of the
independent groups is closely related to another subject in the other group on
many individual characteristics. This approach is called a "matched-pairs" design.
The reason we might want to do this is that the major advantage of running a
within-subject (repeated-measures) design is that you get to eliminate between-
groups variation from the equation (each individual is unique and will react
slightly differently than someone else), thereby increasing the power of the test.
Hence, the reason why we use the same subjects - we expect them to react in
the same way as they are, after all, the same person. The most obvious case of
when a "matched-pairs" design might be implemented is when using identical
twins. Effectively you are choosing parameters to match your subjects on which
you believe will result in each pair of subjects reacting in a similar way.

How do I report the result of a dependent t-test?

You need to report the test as follows:
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t-statistic
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t(19) = -4.773, P< 0.0005

PR

p-vialiee
degrees of freedom (df) '

where df is N - 1, where N = number of subjects.
Should I report confidence levels?

Confidence intervals (CI) are a useful statistic to include as they indicate the
direction and size of a result. It is common to report 95% confidence intervals,
which you will most often see reported as 95% CI. Programmes such as SPSS will
automatically calculate these confidence intervals for you otherwise you need to
calculate them by hand. You will want to report the mean and 95% confidence
levels for the differences between the two related groups.

If you wish to run a dependent t-test in SPSS then you can find out how to do
this in our guide here.

One-way ANOVA

What is this test for?

The one-way analysis of variance (ANOVA) is used to determine whether there
are any significant differences between the means of three or more independent
(unrelated) groups. This guide will provide a brief introduction to the one-way
ANOVA including the assumptions of the test and when you should use this test.
If you are familiar with the one-way ANOVA then you can skip this guide and go
straight to how to run this test in SPSS by clicking here.

What does this test do?

The one-way ANOVA compares the means between the groups you are interested
in and determines whether any of those means are significantly different from
each other. Specifically, it tests the null hypothesis:

Ho:py =py = g = = Iy

where y = group mean and k = number of groups. If, however, the one-way
ANOVA returns a significant result then we accept the alternative hypothesis (Ha),
which is that there are at least 2 group means that are significantly different from
each other.

At this point, it is important to realise that the one-way ANOVA is an omnibus test
statistic and cannot tell you which specific groups were significantly different from
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each other, only that at least two groups were. To determine which specific
groups differed from each other you need to use a post-hoc test. Post-hoc tests
are described later in this guide.

When might you need to use this test?

If you are dealing with individuals, you are likely to encounter this situation using
two different types of study design:

One study design is to recruit a group of individuals and then randomly split this
group into 3 or more smaller groups, i.e. each subject is allocated to one, and
only one, group. You then get each group to undertake different tasks (or put
them under different conditions) and measure the outcome/response on the same
dependent variable. For example, a researcher wishes to know whether different
pacing strategies affect the time to complete a marathon. The researcher
randomly assigns a group of volunteers to either a group that (a) starts slow and
then increases their speed, (b) starts fast and slows down or (c) runs at a steady
pace throughout. The time to complete the marathon is the outcome (dependent)
variable. This study design is illustrated schematically in the Figure below:
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When you might use this test is continued on the next page.

One-way ANOVA (cont...)

When might you need to use this test? (cont...)

A second study design is to recruit a group of individuals and then split them into
groups based on some independent variable. Again, each individual will be
assigned to one group only. This independent variable is sometimes called an
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attribute independent variable because you are splitting the group based on some
attribute that they possess, e.g. their level of education; every individual has a
level of education, even if it is "none". Each group is then measured on the same
dependent variable having undergone the same task or condition (or none at all).
For example, a researcher is interested in determining whether there are
differences in leg strength between amateur, semi-professional and professional
rugby players. The force/strength measured on an isokinetic machine is the
dependent variable. This type of study design is illustrated schematically in the
Figure below:
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Why not compare groups with multiple t-tests?
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Every time you conduct a t-test there is a chance that you will make a Type 1
error. An ANOVA controls for these errors so that the Type 1 error remains at 5%
and you can be more confident that any significant result you find is not just
down to chance. See our guide on hypothesis testing for more information on
Type I errors.

What assumptions does the test make?

There are three main assumptions, listed here:

1. The dependent variable is normally distributed in each group that is being
compared in the one-way ANOVA. So, for example, if we were comparing
three groups; amateur, semi-professional and professional rugby players;
on their leg strength, then their leg strength values (dependent variable)
would have to be normally distributed for the amateur group of players,
normally distributed for the semi-professionals and normally distributed for



the professional players. You can test for normality in SPSS (see our guide
here).

There is homogeneity of variances. This means that the population
variances in each group are equal. If you use SPSS, Levene's Test for
Homogeneity of Variances is included in the output when you run a one-
way ANOVA in SPSS (see our One-way ANOVA using SPSS guide).

This is a study design issue that you will so you will need to examine your
study design to determine whether this could have occurred.

What to do when the assumptions are not met is dealt with on the next page.

One-way ANOVA (cont...)

What happens if my data fail these assumptions?

Firstly, don't panic! The first two of these assumptions are easily fixable, even if
the last assumption is not. Lets go through the options as above:

1.

The one-way ANOVA is considered a robust test against the normality
assumption. This means that it tolerates violations to its normality
assumption rather well. As regards the normality of group data, the one-
way ANOVA can tolerate data that is non-normal (skewed or kurtotic
distributions) with only a small effect on the Type I error rate. However,
platykurtosis can have a profound effect when your group sizes are small.
This leaves you with two options: (1) transform your data using various
algorithms so that the shape of your distributions become normally
distributed (see our normality guide here) or (2) choose the non-
parametric Kruskal-Wallis H Test which does not require the assumption of
normality (read our guide on this test here).

There are two tests that you can run that are applicable when the
assumption of homogeneity of variances has been violated: (1) Welch or
(2) Brown and Forsythe test. Alternatively, you could run a Kruskal-Wallis
H Test. For most situations it has been shown that the Welsh test is best.
Both the Welch and Brown and Forsythe tests are available in SPSS (see
our One-way ANOVA using SPSS guide).

A lack of independence of cases has been stated as the most important
assumptions to fail. Often, there is little you can do that offers a good
solution to this problem. A full explanation of this problem and all
assumptions mentioned here, including numerical explanations, are
provided in Intermediate Statistics: A Modern Approach by Dr James
Stevens.

How do I run a one-way ANOVA?

There are numerous ways to run a one-way ANOVA, however, we provide a
comprehensive, step-by-step guide on how to do this using SPSS.

How do | report the results of a one-way ANOVA?
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You will have calculated the following results or obtained them from SPSS:

Structure of results:

Source SS df MS F Sig.
Between SSh k-1 MSy MSp/MS,,  p value
Within SSw N-k MSy

Total SSp+SSy N-1

An example:

Source SS df MS F Sig.
Between 91.476 2 45733 4.467 .021
Within 276.400 27 10.237

Total 367.867 29

You will want to report this as follows:

There was a statistically significant difference between groups as determined by
one-way ANOVA (F(2,27) = 4.467, P = .021). This is all you will need to write for
the one-way ANOVA per se. However, in reality you will want probably also want
to report means + SD for your groups as well as follow-up a significant result
with post-hoc tests. If you use SPSS then these descriptive statistics will be
reported in the output along with the result from the one-way ANOVA. The
general form of writing the result of a one-way ANOVA is as follows:

dfbenqem---x\ o F ratio
) K
Fé,E?] = 4.456, p= 01« —
F statistic — AN "
o ~df p-value

where df = degrees of freedom.

It is very important that you do not report the result as "significant difference"
but that you report it as "statistically significant difference". This is because your
decision as to whether the result is significant or not should not be based solely
on your statistical test. Therefore, to indicate to readers that this "significance" is
a statistical one, include this is your sentence.

Find out what else you have to do when you have a significant or a not-significant
ANOVA result on the next page.

One-way ANOVA (cont...)

My p-value is greater than 0.05, what do | do now?
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Report the result of the one-way ANOVA, e.g. "there were no statistically
significant differences between group means as determined by one-way ANOVA
(F(2,27) = 1.397, P = .15)". Not achieving a statistically significant result does
not mean you should not report group means +/- SD also. However, running
post-hoc tests is not warranted and should not be carried out.

My p-value is less than 0.05, what do | do now?

Firstly, you need to report your results as highlighted in the "How do I report the
results?" section above. You then need to follow-up the one-way ANOVA by
running post-hoc tests.

Homogeneity of variances was violated; how to continue?

You need to perform the same procedures as in the above three sections but add
into your results section that this assumption was violated and you needed to run
a Welch F test.

What are post-hoc tests?

Recall from earlier that the ANOVA test tells you whether you have an overall
difference between your groups but it does not tell you which specific groups
differed - post-hoc tests do. Because post-hoc tests are run to confirm where the
differences occurred between groups, they should, therefore, only be run when
you have a shown an overall significant difference in group means (i.e. a
significant one-way ANOVA result). Post-hoc tests attempt to control the
experimentwise error rate usually alpha = 0.05) in the same manner that the
one-way ANOVA is used instead of multiple t-tests. Post-hoc tests are termed a
posteriori tests - that is, performed after the event (the event in this case being a
study).

Which post-hoc test should | use?

There are a great number of different post-hoc tests that you can use, however,
you should only run one post-hoc test - do not run multiple post-hoc tests. For a
one-way ANOVA, you will probably find that just one of four tests need to be
considered. If your data meet the assumption of homogeneity of variances then
either use the Tukey's honestly significant difference (HSD) or Scheffé post-hoc
tests. Often, Tukey's HSD test is recommended by statisticians as it is not as
conservative as the Scheffe test (which means that you are more likely to detect
differences if they exist with Tukey's HSD test). Note that if you use SPSS,
Tukey's HSD test is simply referred to as "Tukey" in the post-hoc multiple
comparisons dialogue box). If your data did not meet the homogeneity of
variances assumption then you should consider running either the Games Howell
or Dunnett's C post-hoc test. The Games Howell test is generally recommended.

How should I graphically present my results?

First off, it is not essential that you present your results in a graphical form.
However, it can add a lot of clarity to your results. There are a few key points to
producing a good graph. Firstly, you need to present error bars for each group
mean. It is customary to use the standard deviation of each group but standard



error and confidence limits are also used in the literature. You should also make
sure that the scale is appropriate for what you are measuring. These points and
more are discussed in our guide on selecting an appropriate graph (guide here).
Generally, if graphically presenting data from an ANOVA, we recommend using a
bar chart with standard deviation bars.

What to do now?

Now that you understand the one-way ANOVA, go to our guide on how to run the
test in SPSS here.

ANOVA with Repeated Measures using SPSS

72
Overview

An ANOVA with repeated measures is for comparing three or more group means
where the participants are the same in each group. This usually occurs in two
situations - when participants are measured multiple times to see changes to an
intervention or when participants are subjected to more than one condition/trial
and the response to each of these conditions wants to be compared. For a
complete guide on ANOVA with Repeated Measures, please go to our guide here.

Example

Heart disease is one of the largest causes of premature death and it is now
known that chronic, low-level inflammation is a cause of heart disease. Exercise is
known to have many benefits including protection against heart disease. A
researcher wished to know whether this protection against heart disease might be
afforded by exercise reducing inflammation. The researcher was also curious as
to whether this protection might be gained over a short period of time or whether
it took longer. In order to investigate this idea the researcher recruited 20
participants who underwent a 6-month exercise training program. In order to
determine whether inflammation had been reduced, he measured the
inflammatory marker called CRP pre-training, 2 weeks into training and post-6-
months-training.

Upgrade to our Premium content »

Assumptions

e The dependent variable is interval or ratio (continuous). (see our guide
on Types of Variable)

e Dependent variable is approximately normally distributed. (see SPSS
article on Testing for Normality)

e Sphericity (see our guide on Sphericity).

¢ One independent variable where participants are tested on the same
dependent variable at least 2 times.
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Test Procedure in SPSS

[To know how to correctly enter your data into SPSS in order to run a repeated
measures ANOVA please read our Entering Data in SPSS tutorial.]

1. Click Analyze > General Linear Model > Repeated Measures... on the
top menu as shown below:

Eav [DataSet0] - PASW Statistics Data Editor,

th Analyze  Graphs  UWilties  Add-ons Windows  Help

e Repaotts 2 m ﬁ e e
o Descriptive Statistics r Lg E
o Compare Means k
E General Linear Model r @ Univariate... B

Generalized Linear Models b G o

[ Muttivariate...

Mixed Models r

Correlate b E Repeated Measures. ..

Regression 3 Wariance Components. .

Loglinezar r |

Published with written permission from SPSS Inc, an IBM Company.

2. You will be presented with the following screen:

2if Repeated Measures Defin... ['5__(|

Within-Subject Factar Mame:
|fan:1|:|r1 |
Mumber of Lesvels: |:|

Al
Change

Remove

Measure MName:

Al
Change

Femove

[Define ] [ Reset ] [Cancel ] [ Help ]

Published with written permission from SPSS Inc, an IBM Company.
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3.

In the "Within-Subject Factor Name:" replace "factorl" with a name that is
more meaningful name for your independent variable. In our example, we
will call our within-subject factor name "time" as it represents the
different times that we took CRP measurements from our participants (pre-
training, pre + 2 weeks and post-training).

Enter into the "Number of Levels:" box the number of times the dependent
variable has been measured. In this case, enter "3", representing pre-
training, pre + 2 weeks and post-training.

Click the button.

Put an appropriate name for your dependent variable in the "Measure
Name:" box. In this case we have labelled our dependent variable CRP.

Click the button.

You will be presented with the diagram screen below:

i3t Repeated Measures Defin... @

Within-Subject Factor Marme:
|fan:1|:|r1 |
Mumber of Levels: ID

tirme 3]

Measure Name:

CRP

[Define ] [ Reset ] [Cancel ] [ Help ]

Published with written permission from SPSS Inc, an IBM Company.

4. Click the button and you will be presented with the following

screen:
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Published with written permission from SPSS Inc, an IBM Company.

5. Transfer "Pre_Training", "Week?2" and "Post_Training" into the
"Within-Subjects Variables (time):" box by either drag-and-dropping or

using the lll button. If you make a mistake you can use the 27 and

buttons to reorder your variables.
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Published with written permission from SPSS Inc, an IBM Company.

6. Click the button. You will be presented with the following

screen:
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Published with written permission from SPSS Inc, an IBM Company.




7. Transfer the "time" factor from the "Factors:" box into the "Horizontal

Axis:" box by either drag-and-drop or the Il] button.

Click the button. You will be presented with the following screen:
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Published with written permission from SPSS Inc, an IBM Company.

Click the button.

You will be presented with the following screen:
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Between-Subjects Factor(s):

Covariates:

-

Ok Paste |Reset |Can|:el Help
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8. Click the M button. You will be presented with the following screen:
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fit Repeated Measures: Options

Eztimated Marginal Means

Factor(z) and Factor Interactions: Dizplay Wesns for:
[CWERALL)

time

Dizplary

| Descriptive statistics | Tranzfarmation matrix
| Estimates of effect size | Homogeneity tests

| Spread v, level plot
| Residual plot

| Lack of fit

| Ohzerved pover

| Parameter estimates
| S5CP matrices

| Residual SSCP matrix

| General estimable function

Significance level: Confidence intervalz are 935.0 %

[Cl:untinue][ Cancel ][ Help ]
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9. Transfer the factor "time" from the "Factor(s) and Factor Interactions:"
box to the "Display Means for:" box.

Tick the "Compare main effects" checkbox and select "Bonferroni" from the
drop-down menu under "Confidence interval adjustment:".

Tick the "Descriptive statistics" and "Estimates of effect size" checkboxes
in the "Display" area. If you have done all this you will be presented with
the following screen:



i3t Repeated Measures: Options

Eztimated Marginal Means

Factor(z) and Factor Interactions: Dizplay Wesns for:
[(OWERALL) titrie:

titme

@ Compare main effects

Confidence interval adiustment:

|Eh:unferr|:|ni -

Dizplay
[« Descriptive statistics
[ iEstimates of effect size

| Transformation matrix

| Homogeneity tests

| Spread v, level plot
| Residual plot
| Lack of fit

=

E
Ei Ohzerved pover E
[ Parameter estimates 4]
[ 55CP matrices [
[ Residual SSCP matrix sl

| General estimable function

Significance level: Confidence intervalz are 935.0 %

[Cl:untinue][ Cancel ][ Help ]
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Click the button.
10. Click the button.

SPSS Output

SPSS will output a great many tables but for this analysis there are only four
tables and one graph that we are interested in. We will go through these tables in
order:

Within-Subjects Factors Table

This table reminds us of the levels of our independent variable (within-subject
factor) and labels the time points 1, 2 and 3. We will need these labels later on
when analysing our results in the Pairwise Comparisons table. Take care not to
get confused with the "Dependent Variable" column in this table as it seems to
suggest that the different time points are our dependent variable. This is not true
- the column label is referring to fact that the dependent variable "CRP" is
measured at each of these time points.



Descriptive Statistics Table

This table simply provides important descriptive statistics for this analysis as

shown below:

Within-Subjects
Factors

Measure:CRP

time Dependent
Wariable

1 Pre_Training

2 Wieak?

3 FPaost_Training

Descriptive Statistics
Mean Std. Deviation M
Fre_Training 3.0874 ATTR3 20
Wieek2 2.96745 .A9388 20
Fost_Training 2.2440 49392 20

Mauchly's Test of Sphericity Table

This table shows the results of Mauchly's Test of Sphericity which tests for one of
the assumptions of the ANOVA with repeated measures, namely sphericity. It is
important to look at this table as this assumption is commonly violated.

Mauchly’s Test of Sphericity”

Measure:CRP
Within Subjects Effert Epsilon®
Aoprox. ChiF Greenhouse-
Wauchh's ¥ Snuare df Sig. Geizser Huyni-Feldt | Lower-bound
fime 293 (22115) 2 [ Com) 586 A1 500

Tesis the null ypothesis that the emor covariance matriz of the othonormalized fransformed dependent variables is proportional

i an identity rmairi.

a. May be usedto adjust the degrees of freedom for the averaged tests of significance. Comected fests are displayed in the
Tests ofWithin-Subjects Efiects tahle.

. Design: Intercept

Within Subjects Design: time

We are interested in the Approx. Chi-Square value and its associated Sig.

value. We can see from this example that the significance level is below 0.05 (it is
< 0.0005). A significant value for Mauchly's Test of Sphericity indicates that the

assumption of sphericity has been violated. Luckily, if this happens, methods

have been developed that mean that we can still proceed with the test by using a
correctional adjustment called Greenhouse-Geisser (a guide to sphericity can be

found here).

Tests of Within-Subjects Effects Table
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This table tells us if there was an overall significant difference between the means

at the different time points.

Tests of Within-Subjects Effects
Measure:CRP
Source Type Il Sum Parfial Efa
of Squares i Mean Square F Sin. Squared
fime Sphericity Assumed 8.303 2 4154 21032 oD 525
Greenhouse-Geisser 8303 1.171 7.092 .03z oo 525 "
Huynh-Feldt 8.308 1.202 6.912 21032 oD 525
Loweer-bound 8.303 1.000 8.303 21032 oD 525
Ermorfime)  Sphericity Assumed 7505 I8 198
Greenhouse-Geisser T A05 22357 33
Huynh-Feldt 7505 22837 329
Lower-hound FA05 19.000 335

From this table we are able to discover the F value for the "time" factor, its

associated significance level and effect size (Partial Eta Squared). As our data
violated the assumption of sphericity we look at the values in the Greenhouse-

Geisser row (as indicated in red in the screenshot). Had sphericity not been
violated we would have looked under the Sphericity Assumed row. We can

report that when using an ANOVA with repeated measures with a Greenhouse-

Geisser correction, the mean scores for CRP concentration were statistically

significantly different (F(1.171, 22.257) = 21.032, P < 0.0005).

Pairwise Comparisons Table

The results presented in the previous table informed us that we have an overall

significant difference in means but we do not know where those differences

occurred. This table presents the results of the Bonferroni post-hoc test, which

allows us to discover which specific means differed. Remember, if your overall
ANOVA result was not significant then you should not examine the Pairwise

Comparisons table.



Pairwise Comparisons

Measure:CRP

thtime  {Litime 959% Confidence Interval for
Differenced
Mean
Difference (-

J Std. Error Sig.@ Lower Bound Lpper Bound

1 2 Az20 .0ar 1448 -.030 270
3 a4 A73 .oon .84 1.256

2 1 -120 0ar 144 -.270 030
3 T3 Jd62 0o .2aa 1.147

3 1 -a4F 73 .oon -1.296 -.389
2 - 723 62 0o -1.147 -.2498

Baszed on estimated marginal means
a. Adjustment for multiple comparisons: Bonferrani.

* The mean difference is significant atthe .04 level.

Looking at the table above we need to remember the labels associated with the
time points in our experiment from the Within-Subject Factors table. This table
gives us the significance level for differences between the individual time points.
We can see that there was a significant difference in CRP concentration between
post-training and pre-training (P = 0.0005) and between post-training and after 2
weeks of training (P = 0.001) but no significant differences between pre-training
and after 2 weeks of training (P = 0.149). From the Mean Difference (I-J)
column we can see that CRP concentration was significantly reduced at this time
point.

Profile Plot

This plot is the last element to this analysis. We are only including it so that you
can see some of the limitations of doing so in its current format. SPSS has means
of altering graphs axes. This is important as these profile plots always tend to
exaggerate the differences between means but choosing a y-axis range of values
that is too narrow. In this case, it is known that most people has CRP
concentrations ranging from 0 to 3 so the profile plot that you should produce
should take this into consideration. However, this plot can be useful in gaining an
easy understanding of the tabular results.



Estimated Marginal Means of CRP

3,209

3,004

280

2,604

Estimated Marginal Means

2.407

2.20M

time

Reporting the Output

A repeated measures ANOVA with a Greenhouse-Geisser correction determined
that mean CRP concentration differed statistically significantly between time
points (F(1.171, 22.257) = 21.032, P < 0.0005). Post hoc tests using the
Bonferroni correction revealed that exercise training elciited a slight reduction in
CRP concentration from pre-training to 2-weeks of training (3.09 £ 0.98 mg/L vs.
2.97 £ 0.89 mg/L, respectively) which was not statistically significant (P = .149).
However, post-training CRP had been reduced to 2.24 £ 0.50 mg/L which was
statistically significantly different to pre-training (P < .0005) and 2-weeks training
(P = .001) concentrations. We can, therefore, conclude that a long-term exercise
training program (6 months) elicits a statistically significant reduction in CRP
concentration but not after only 2 weeks of training.

Two-way ANOVA using SPSS

121
Introduction

The two-way ANOVA compares the mean differences between groups that have
been split on two independent variables (called factors). You need two
independent, categorical variables and one continuous, dependent variable (see
our guide on Types of Variable).

Assumptions
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e Dependent variable is either interval or ratio (continuous) (see our
guide on Types of Variable)

e The dependent variable is approximately normally distributed for each
combination of levels of the two independent variables (see our Testing for
Normality guide, which deals specifically with the two-way ANOVA).

¢ Homogeneity of variances of the groups formed by the different
combinations of levels of the two independent variables.

e Independence of cases (this is a study design issue and is not addressed
by SPSS).

You will need to run statistical tests in SPSS to check all of these assumptions
when carrying out a two-way ANOVA. If you do not run the statistical tests on
these assumptions correctly, the results you get when running a two-way ANOVA
might not be valid. If you are unsure how to do this correctly, we show you how,
step-by-step in our Premium guide. To learn about the Premium guide for two-
way ANOVA, click here. To learn more about our Premium site in general, where
access starts from just $3.99/£2.99/€3.99, Take the Tour.

Example

A researcher was interested in whether an individual's interest in politics was
influenced by their level of education and their gender. They recruited a random
sample of participants to their study and asked them about their interest in
politics, which they scored from 0 - 100 with higher scores meaning a greater
interest. The researcher then divided the participants by gender (Male/Female)
and then again by level of education (School/College/University).

Setup in SPSS

In SPSS we separated the individuals into their appropriate groups by using two
columns representing the two independent variables and labelled them "Gender"
and "Edu_Level". For "Gender", we coded males as "1" and females as "2", and
for "Edu_Level", we coded school as "1", college as "2" and university as "3".
The participants interest in politics was entered under the variable name,
"Int_Politics". To know how to correctly enter your data into SPSS in order to
run a two-way ANOVA, please read our Entering Data in SPSS tutorial, where
there is a specific example. The data setup can be seen in the diagram below
(click image to see full data set). We have given our data text labels (see our
Working with Variables guide).
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Gender Edu Level | Int_Politics

1 Male School 34.00
P Male School 35.00
3 Male School 22.00
4 Male School 35.00
5 Male School 40.00
B Male School 40.00
7 Male School 37.00
8 Male School 33.00
g Male School 34.00
10 Male School 28.00
11 Male College 49.00
12 Male College 50.00
13 Male Colleae 47.00

Testing of Assumptions

To determine whether your dependent variable is normally distributed for each
combination of the levels of the two independent variables see our Testing for
Normality guide that runs through how to test for normality using SPSS using a
specific two-way ANOVA example. In SPSS, homogeneity of variances is tested
using Levene's Test for Equality of Variances. This is included in the main
procedure for running the two-way ANOVA, so we get to evaluate whether there
is homogeneity of variances at the same time as we get the results from the two-
way ANOVA.

Test Procedure in SPSS

1. Click Analyze > General Linear Model > Univariate... on the top menu
as shown below:
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at1] - PASW Statistics Data Editor
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A Reports 3 % e
N 5w B
Dezcriptive Statistics r —
Compare Means k
fu_L General Linear Model r @ Univariate... % =

Generalized Linear Modelz *

54 B kit Multivariate. ..
Mixed Models P

S =

R ted M

S Correlate [ 3 E e SEDE

Sy Regres=ion 3 Variance Components...
Loglinear r
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Clazzify [ 3
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5 Dimension Reduction r
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S
Forecasting r

54 Survival 3

Cq Multiple Responze k

Cag Quality Control 3
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2. You will be presented with the "Univariate" dialogue box:

£ Univariate

Dependent Variable:
|_£) Gender | | |

& Edu_Level

Fixed Factor(s):
&7 Int_Poltics

. WLS Weight:
=) |
Paszte | Rezet |Cﬂ'mel Hﬁ

Random Factor(z}):

bl

Covariate(s):
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3. You need to transfer the dependent variable "Int_Politics" into the
"Dependent Variable:" box and transfer both independent variables,
"Gender" and "Edu_Level", into the "Fixed Factor(s):" box. You can do
this by drag-and-dropping the variables into the respective boxes or by

using the lllbutton. If you are using older versions of SPSS you will need
to use the former method. The result is shown below:

[For this analysis you will not need to worry about the "Random
Factor(s):", "Covariate(s):" or "WLS Weight:" boxes.]

tdf Univariate

Dependent Variabls:
-» | & int_Poitics |

Fixed Factor(s):

&) Gender
&33 Edu_Level

Random Factar(z):
Options...

‘-

Covariate(s):
-y

WLS Weight:
e

| |

[ Ok ]LPESTE]LRESET][C&HDH][ Help ]
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4. Click on the button. You will be presented with the "Univariate:

Profile Plots" dialogue box:



238 Univariate: Profile Plots

Factors: —— Horizontal Axis:
Gender | | |
Edu_Level
— 1 Separate Lines:
a2 | |
— Separate Plots:
a2 | |
Plots: At Change | | Remove

(contowe) (_cancet ) (_te)
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5. Transfer the independent variable "Edu_Level" from the "Factors:" box
into the "Horizontal Axis:" box and transfer the "Gender" variable into the
"Separate Lines:" box. You will be presented with the following screen:

[Tip: Put the independent variable with the greater number of levels in the
"Horizontal Axis:" box.]

:if Univariate: Profile Plots

Factors: Horizontal Axis:
Gender - | Edu_Level |
Edu_Lewvel

Separate Lines:
rﬂender |
Separate Plots:
| |
Plots: Change | | Remove

(contnwe) (_cancet ) (_tep_J
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6. Click the button.



£f Univariate: Profile Plots

Factors: Horizontal Axis:
Gender - | |
Edu_Level

Separate Lines:

Separate Plots:

Plots: ks Change | | Remove

Edu_LeverGender

[Cuntinue][ Cancel ][ Help ]
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You will see that "Edu__Level*Gender" has been added to the "Plots:"
box.

Click the button. This will return you to the "Univariate" dialogue
box.

Click the button. You will be presented with the "Univariate: Post

Hoc Multiple Comparisons for Observed..." dialogue box as shown below:



iif Univariate: Post Hoc Multiple Comparisons for Observed ... |g|

Factor(s): Post Hoc Tests for:
| Gender |
Edu_Level

rEqual Variances Assumed

OO0 OO OO
OO OO oo
@

rEqual Wariances Mot Assumed

..:_.: .: :

(contie ) (_cancet ) {_tep )
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Transfer "Edu_Level" from the "Factor(s):" box to the "Post Hoc Tests
for:" box. This will make the "Equal Variances Assumed" section become
active (loose the "grey sheen") and present you with some choices for
which post-hoc test to use. For this example, we are going to select
"Tukey", which is a good, all-round post-hoc test.

[You only need to transfer independent variables that have more than two
levels into the "Post Hoc Tests for:" box. This is why we do not transfer
"Gender".]

You will finish up with the following screen:



i8f Univariate: Post Hoc Multiple Comparisons for Observed ... |£|

Factor(z): Post Hoc Tests for:
Gender Edu_Level
Edu_Level

rEgual Variances Assumed

] Lsp ] s-N-K [ waller-Duncan
|:| Bonferroni m I
[ sidak [C] Tukey's-b [C] Dunnett
[[] scheffe  [] Duncan Control Catego

[C] RE-G-W-F [] Hochberg's GT2 [Test
[[] R-E-G-w-a [ Gabriel [

rEqual Wariances Mot As=zumed

‘ amnane 2 ' NNET =2 ' A MEE-M0 = l

(contive ) (_cance }{_tep )
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Click the button to return to the "Univariate"

9. Click the Mbutton. This will present you with the "Univariate:

Options" dialogue box as shown below:

dialogue box.




i3t Univariate: Options

rEztimated Marginal Means

Factor(z) and Factor Interactions: Dizplay Means for:
{OVERALL) |

Gender
Edu_Level

Gender*Edu_Level

rDizplay

|:| Descriptive statistics |:| Homogeneity tests

|:| Estimates of effect size |:| Spread vs. level plot

[] observed power [ Residual plot

& Parameter estimates & Lack of fit

[] contrast coefficient matrix [] general estimable function

Significance level: Confidence intervals are 5.0 %
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10. Transfer "Gender", "Edu_Level" and "Gender*Edu_Level" from the
"Factor(s) and "Factor Interactions:" box into the "Display Means for:" box.
In the "Display" section, tick the "Descriptive Statistics" and "Homogeneity
tests" options. You will presented with the following screen:



i3t Univariate: Options

rEztimated Marginal Means

Factor(z) and Factor Interactions: Dizplay Means for:
(OWERALL) Gender

Gender Edu_Level
Edu_Level Gender*Edu_Level

Gender*Edu_Level

|:| Compare main effects

rDizplay

T W

|:| Estimates of effect size |:| Spread vs. level plot

[] observed power [] Residual plot

] Parameter estimates ] Lack of fit

[] contrast coefficient matrix [] general estimable function

Significance level: Confidence intervals are 5.0 %
| Continue I Cancel HEE
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Click the button to return to the "Univariate" dialogue box.

11. Click the button to generate the output.

Go to the next page for the SPSS output, simple effects analysis and an
explanation of the output.

Two-way ANOVA using SPSS (cont...)
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SPSS Output of Two-way ANOVA

SPSS produces many tables in its output from a two-way ANOVA and we are
going to start with the "Descriptives" table as shown below:
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Descriptive Statistics

Dependent Yariahle:Int_Palitics

Gender  Edu_Level Mean Std. Deviation M
Male School 38.2000 418463 10
College 44,1000 4 26745 10
University | 64.1000 3.07137 10
Total 48,8000 11.87841 30
Female School 39.6000 3.27278 10
College 44,6000 3.27278 10
University | 58.0000 6.46357 10
Total 47.4000 9.05767 30
Total School 38.9000 372614 20
College 44,3500 3.71023 20
University | 61.0500 583524 20
Total 481000 10.496449 B0

This table is very useful as it provides the mean and standard deviation for the
groups that have been split by both independent variables. In addition, the table
also provides "Total" rows, which allows means and standard deviations for
groups only split by one independent variable or none at all to be known.

Levene's Test of Equality of Error Variances

The next table to look at is Levene's Test of Equality of Error Variances as shown
below:
Levene's Test of Equality of Error

Variances®
Dependent Variable:Int_Politics
F dfl df2 Sig.
1.106 a a4 368

Tests the null hyvpothesis that the error
variance ofthe dependent variable is egqual
ACIOSS groups.

a. Design: Intercept + Gender +
Edu_Level + Gender* Edu_Lewel

From this table we can see that we have homogeneity of variances of the
dependent variable across groups. We know this as the Sig. value is greater than
0.05, which is the level we set for alpha. If the Sig. value had been less than
0.05 then we would have concluded that the variance across groups was
significantly different (unequal).

Tests of Between-Subjects Effects Table

This table shows the actual results of the two-way ANOVA as shown below:



Tests of Between-Subjects Effects

DependentYariable:Int_Palitics

Source Type lll Sum

of Sguares of Mean Sguare F Sin.
Correctad Model 6525.2009 5 1105.040 61.190 on
Intercept 138816.600 1 138816.600 | TERE.F2T on
Gender 29.400 1 29.400 1.628 207
Edu_Level 5328100 2 2664.050 147517 on
Gender* Edu_Level 167.700 2 83.850 4 643 014
Errar 875,200 54 18.0589
Total 145317.000 60
Corrected Total G500.400 a4

a. R Sguared = 8450 (Adjusted B Sguared = .336)

We are interested in the Gender, Edu_Level and Gender*Edu_Level rows of the
table as highlighted above. These rows inform us of whether we have significant
mean differences between our groups for our two independent variables, Gender
and Edu_Level, and for their interaction, Gender*Edu_Level. We must first look at
the Gender*Edu_Level interaction as this is the most important result we are
after. We can see from the Sig. column that we have a statistically significant
interaction at the P = .014 level. You may wish to report the results of Gender
and Edu_Level as well. We can see from the above table that there was no
significant difference in interest in politics between Gender (P = .207) but there
were significant differences between educational levels (P < .0005).

Multiple Comparisons Table

This table shows the Tukey post-hoc test results for the different levels of
education as shown below:
Multiple Comparisons

Int_Palitics
Tukey HSD
(I Edu_Level (1) Edu_Level 959% Confidence Interval
Mean
Difference (-

S Std. Error Sig. Lower Bound | Upper Baund
School College -5.4500" 1.343845 .ooo -3.6887 -2.2113
University -22.1800° 1.34385 .0oo -25.3887 -18.8113
College School 5.4500° 1.343845 .ooo 22113 8.6aAT
University -16.7000° 1.343845 .ooo -19.9387 -13.4613
University School 2215007 1.34385 .0oo 18.9113 25,3887
College 16.7000° 1.343845 .ooo 13.4613 199387

Baszed on ohsemed means.
The errarterm is Mean SquaredError = 18.059,

* The mean difference is significant at the .04 level.




We can see form the above table that there is some repetition of the results but,
regardless of which row we choose to read from, we are interested in the
differences between (1) School and College, (2) School and University, and (3)
College and University. From the results we can see that there is a significant
difference between all three different combinations of educational level (P <
.0005).

Plot of the Results

The following plot is not of sufficient quality to present in your reports but
provides a good graphical illustration of your results. In addition, we can get an
idea of whether there is an interaction effect by inspecting whether the lines are
parallel or not.

Estimated Marginal Means of Int_Politics

Gender

— Male
Femals

6500

G0.00

55.00

50.00

45.00

Estimated Marginal Means

40.00

35.00

T T T
School College University

Edu_Level

From this plot we can see how our results from the previous table might make
sense. Remember that if the lines are not parallel then there is the possibility of
an interaction taking place.

Procedure for Simple Main Effects in SPSS

You can follow up the results of a significant interaction effect by running tests for
simple main effects - that is, the mean difference in interest in politics between
genders at each education level. SPSS does not allow you to do this using the



graphical interface you will be familiar with, but requires you to use syntax. We
explain how to do this below:

1. Click File > New > Syntax from the main menu as shown below:

£if Two-way ANOVA-1.sav [DataSet1] - PASW Statistics Data Editor

File Edt Wiew Data Tranzform Analyze Graphs Ufities Add-c

New ’ ﬂ Data %
Open g = syntax —
Open Database I . %
H Output P
[ Read Text Data... r =P |:
Script
m_:i E Cirl+F4
B o CtreS 33.00
Save As... 35.00
P Save All Data jigg
H;- Export to Databaze. .. 41:[][]
|“@ Mark File Read Only 40.00
EE Rename Dataset.. 36.00
Display Data File Infermation k 37.00
E Cache Data... 31.00
Stop Processor Ctrl+Period 41.50
B Switch Server... 5450
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2. You will be presented with the Syntax Editor as shown below:

= PASW Statistics Syntax Editor

Wiew Data Tranzform  Analyze Graphs  Utlities Add-ons  Run  Toolz  Window

SHE M e~ SFkE % b

1 b

Published with written permission from SPSS Inc, an IBM Company.



3. Type text into the syntax editor so that you end up with the following (the
colours are automatically added):

[Depending on the version of SPSS you are using you might have
suggestion boxes appear when you type in SPSS-recognised commands,
such as, UNIANOVA. If you are familiar with using this type of auto-
prediction then please feel free to do so, but otherwise simply ignore the
pop-up suggestions and keep typing normally.]

= ‘5yntax1 - PASW Statistics Syntax Editor

Wiew Data Transform Analyze Graphs  Utiitiee Add-ons  Run  Toole  Window

SHA M e~ S#k3 8 D e

UNLANON A 1 T BUNIANOVA Int_Palitics BY Gender Edu_Level
2 ke /[EMMEANS TABLES(Gender'Edu_Level) CDMF‘AF{E(GenderH
3

Published with written permission from SPSS Inc, an IBM Company.

Basically, all text you see above that is in CAPITALS, is required by SPSS
and does not change when you enter your own data. Non-capitalised text
represents your variables and will change when you use your own data.
Breaking it all down, we have:

Tells SPSS to use the Univariate Anova

UNIANOVA
command

Your dependent variable BY your two
Int_Politics BY Gender Edu_Level independent variables (with a space
between them)

Tells SPSS to calculate estimated

[EMMEANS .
marginal means

Generate statistics for the interaction
term. Put your two independent
variables here, separated by a * to
denote an interaction

TABLES(Gender*Edu_Level)

Tells SPSS to compare the interaction

COMPARE(Gender) term between genders

4. Making sure that the cursor is at the end of row 2 in the syntax editor click

the button, which will run the syntax you have typed. Your results
should appear in the Output Viewer below the results you have already
generated.




SPSS Output of Simple Main Effects

The table you are interested in is the Univariate Tests table:

Univariate Tests
DependentVariahle:nt_Palitics
Edu_Leveal Surm of
Souares df Mean Sguare F Sig.
School Contrast 9.800 1 9.800 643 ABS
Errar 975,200 54 18.0549
College Contrast 1.2a0 1 1.240 0649 .Fa3
Errar 9y5.200 54 18.054
University  Contrast 186.050 1 186.050 10302 a0z
Errar G¥5.200 a4 18.0549

Each F tests the simple effects of Gender within each level combination of the other effects
shown. These tests are hased on the linearly independent pairwise comparisons amondg the
estimated marginal means.

This table shows us whether there are statistical differences in mean political
interest between gender for each educational level. We can see that there are no
statistically significant mean differences between male and females' interest in
politics when individuals are educated to school (P = .465) or college level (P =
.793). However, when individuals are educated to University level, there are
significant differences between males and females' interest in politics (P = .002).

Reporting the results of a two-way ANOVA

You should emphasize the results from the interaction first, before you mention
the main effects. In addition, you should report whether your dependent variable
was normally distributed for each group and how you measured it (we will
provide an example below).

A two-way ANOVA was conducted that examined the effect of gender and
education level on interest in politics. Our dependent variable, interest in politics,
was normally distributed for the groups formed by the combination of the levels
of education level and gender as assessed by the Shapiro-Wilk test. There was
homogeneity of variance between groups as assessed by Levene's test for
equality of error variances. There was a significant interaction between the effects
of gender and education level on interest in politics, F (2, 54) = 4.643, P = .014.
Simple main effects analysis showed that there males were significantly more
interested in politics than females when educated to University level (P = .002)
but there were no differences between gender when educated to school (P =
.543) or college level (P = .793).

If you have found this article useful, but want to ensure that you haven't missed
anything, or failed the assumptions vital to correctly run a two-way ANOVA, you
can learn about the Premium guide for two-way ANOVA here. To learn more
about our Premium site in general, which you can gain access to from just
$3.99/£2.99/€3.99, Take the Tour.
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One-way MANOVA using SPSS

Introduction

The one-way MANOVA is used to determine whether there are any differences
between independent groups on more than one continuous dependent variable.
In this regard, it differs from a one-way ANOVA only in measuring more than one
dependent variable at the same time, unlike the one-way ANOVA that only
measures one dependent variable.

Assumptions

One independent variable consists of two or more categorical

independent groups.

e Two or more dependent variables that are either interval or ratio
(continuous) (see our guide on Types of Variable).

e Multivariate Normality

e Equality of variances between the independent groups (homogeneity of
variances).

e Independence of cases.

Example

A high school takes its intake from three different primary schools. A teacher was
concerned that, even after a few years, there were academic differences between
the pupils from the different schools. As such, she randomly selected 20 pupils
from School A, 20 pupils from School B and 20 pupils from School C and
measured their academic performance as assessed by the marks they received
for their end-of-year English and Maths exams.

Setup in SPSS

The independent variable separating boys and girls has been labelled "Gender"
with "Male" and "Female" categories. The dependent variables, English and
Maths exam mark, were labelled "English_Score" and "Maths_Score",
respectively. To know how to correctly enter your data into SPSS in order to run a
one-way MANOVA please read our Entering Data in SPSS tutorial.

Test Procedure in SPSS

1. Click Analyze > General Linear Model > Mulivariate... on the top
menu as shown below:
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2. You will be presented with the Multivariate dialogue box:

£if Multivariate

Dependent VWariables:

IEI School |

ﬁ English_Score
ﬁ Maths_Score

Fixed Factor(z):

)

<)
Tl

Covariate(s):

¢]

—— WLS Weight:

> | |

cecie (gone) (Ganea) (i)
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3. Transfer the independent variable, "School", into the "Fixed Factor(s):"
box and transfer the dependent variables, "English_Score" and
"Maths_Score", into the "Dependent Variables:" box. You can do this by
drag-and-dropping the variables into their respective boxes or by using the

lllbutton. For older versions of SPSS, you will need to use the latter
method. The result is shown below: button. If you are using older versions
of SPSS you will need to use the former method. The result is shown
below:

[For this analysis, you will not need to use the "Covariate(s):" (used for
MANCOVA) or "WLS Weight:" boxes.]

i3 Multivariate

Dependent Variables:
& Englizh_Score

Contrasts...
& Mathe_Score gras

il

Plot=
Fixed Factor(z): Post Hoc...
JH schoal Save...
»
Covariate(s):
-
WLS Weight:
2> |

(L) (pone) (ot (canc) i |
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4. Click on the button. You will be presented with the Multivariate:

Profile Plots dialogue box:



£df Multivariate: Profile Plots

Factors: —— Horizontal Axis:
|Schuul | » | |
— 7 Separate Lines:
ol | |
— Separate Plots:
2 | |
Plots: L Change | | Remove

(core) _coea et |
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5. Transfer the independent variable, "School", into the "Horizontal Axis:
box, as shown below:

£df Multivariate: Profile Plots

Factors: —— Horizontal Axis:
School + rs::huul |
——  Separate Lines:
2 | |
— Separate Plots:
2 | |

Plots: Change | | Remove

(cone) _emes ) _res|

Published with written permission from SPSS Inc, an IBM Company.

6. Click the button. You will see that "School" has been added to the
"Plots:" box, as shown below:



£if Multivariate: Profile Plots

Factors: Horizontal Axis:
School - | |

Separate Lines:
| |

Separate Plots:

Plots: Add Change

School

(conte) (_cancet (e )
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7. Click the button. This will return you to the Multivariate dialogue
box.

8. Click the button. You will be presented with the Multivariate:

Post Hoc Multiple Comparisons for Observed... dialogue box, as
shown below:

iif Multivariate: Post Hoc Multiple Comparisons for Observed... £|

Factor(s): Pozt Hoc Tests for:
|Schnn| |

rEgqual Variances Azzumed

dak ‘_.-e z-b l:."e::
efie [l Duncan e e =
effe Dunca Control Catego Last
E-G-W-F '_._..;.:_._ T "_Est
@ 7_zide

[¥5]

[#7]

rEgqual Variances Not Azzumed

l_,-_x--,-_-;:__'l_ --;“;_:l Games-Ho £ l_ nnett's C
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9. Transfer the independent variable, "School", into the "Post Hoc Tests for:'
box and select the "Tukey" checkbox in the "Equal Variances Assumed"

area, as shown below:

[You can select other post-hoc tests depending on your data and study
design. If your independent variable only has two levels/categories, you do

not need to complete this post-hoc section.]

i8f Multivariate: Post Hoc Multiple Comparisons for Observed... E'

Factor(s): Pos=t Hoc Tests for:

School School

rEgual Variances Assumed
[[] L= ] s-N-K [] waller-Duncan
[”| Bonferroni EI E'_-'E

[C] sidak [C] Tukey's-b [] Dunnett

[[] scheffe  [] Duncan

[[] R-E-G-W-F [[] Hochberg's GT2 "_Est

[ RE-G-w-a [ Gabried @ @& &

rEqual Wariances Mot As=zumed

[ Tamhane's T2 [C] Dunnetts T3 [l Games-Howell [l Dunnett's C

(continue) | cancel |[_rep |
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10. Click the button. This will return you to the Multivariate dialogue
box.

11. Click the button. This will present you with the Multivariate:

Options dialogue box, as shown below:




i3 Multivariate: Options

rE=stimated Marginal Means
Factor(z) and Factor Interactions: Dizplay Means for:
{OVERALL) |
Schoaol
-
rDizplay
|:| Descriptive =tatistics |:| Tran=zformation matrix
|:| Estimates of effect size |:| Homogeneity tests
|:| Observed power |:| Spread vs. level plot
[] Parameter estimates [C] Residual plot
[] 35CP matrices [C] Lack of fit
[] Residual SSCP matrix [ General estimable function

Significance level: Confidence intervals are 5.0 %

((continue ] (_cancel | Hep |
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12. Transfer the independent variable, "School", from the "Factor(s) and
Factor Interactions:" box into the "Display Means for:" box. Select the
"Descriptive statistics", "Estimates of effect size", "Observed power" and
"Homogeneity tests" checkboxes in the "Display" area. You will be
presented with the following screen:



f# Multivariate: Options

rE=stimated Marginal Means

Factor(s) and Factor Interactions: Dizplay Means for:
(OWERALL) School

School

|:| Compare main effects

e -

Ll

~Dizplay
Descriptive =tatistics |:| Tran=zformation matrix
Estimates of effect size m Homogeneity tests
IE Observed power |:| Spread vs. level plot
[] Parameter estimates [C] Residual plot
[ 35CP matrices [C] Lack of fit
[] Residual SSCP matrix [ General estimable function

Significance level: Confidence intervals are 5.0 %

(continue | cancel | _Hep ]

Published with written permission from SPSS Inc, an IBM Company.

13. Click the button. This will return you to the Multivariate dialogue
box.

14. Click the button to generate the output.

Go to the next page for the SPSS output and explanation of the output.

One-way MANOVA using SPSS (cont...)

SPSS Output of One-way MANOVA

SPSS produces many different tables. The first important one is the Descriptive
Statistics table shown below. This table is very useful as it provides the mean
and standard deviation for the two different dependent variables, that have been
split by the independent variable. In addition, the table also provides "Total"
rows, which allows means and standard deviations for groups only split by the
dependent variable to be known.
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Descriptive Statistics

School Mean Std. Deviation I
English_Scaore School A 7a.6000 2.224960 20
SchoalB | B2.7000 510234 20
Schoal ¢ | 61.5500 714124 20
Total EB.B16T 10.30401 &0
haths_Score School A 43.9000 346603 20
SchoalB | 40.7500 8.16201 20
Schoal & | 30.7500 771784 20
Total 384667 78144 1]

Homogeneity of Covariances

One of the assumptions of the MANOVA is homogeneity of covariances, which is
tested for by Box's Test of Equality of Covariance Matrices. If the "Sig."
value is less than .001 (P < .001) then the assumption of homogeneity of
covariances was violated. However, we can see from the table below that, in this
case, we did not violate this assumption (P = .064).

Box's Test of Equality
of Covariance

Matrices®
Box's M 12.556
F 1.986
df ]
df2 2097507y
Sig. 164

Tests the null
hypothesis thatthe
ohsemed covariance
matrices of the
dependentvariahles
are equal across
QroLps.

a. Design:
Intercept +
School

[For this analysis, you will not need to use the "Covariate(s):" (used for
MANCOVA) or "WLS Weight:" boxes.]

Multivariate Tests

The Multivariate Tests table is where we find the actual result of the one-way
MANOVA. You need to look at the second Effect, labelled "School", and the Wilks'
Lambda row (highlighted in red). To determine whether the one-way MANOVA
was statistically significant you need to look at the "Sig." column. We can see
from the table that we have a "Sig." value of .000, which means P < .0005.
Therefore, we can conclude that this school's pupils academic performance was
significantly dependent on which prior school they had attended (P < .0005).



Multhvariate Tests?

Effect Partial Eta Noncent, Obsened
WYalue F Hynothesisdf | Errordf Siny. Souared Farameter Powert
Intercept  Pillai's Trace 988 | 2435.089° 2000 | 56000 .an 589 4870177 1.000
Wilks' Lambda 011 | 2435.0842 2000 | 56000 .an 5Ea 4870177 1.000
Hotelling's Trace 96967 | 2435.009° 2000 | 56000 .an 5aa 4870177 1.000
Roy's LargestRoot | 86.967 | 2435.089° 2000 | 56000 .an 589 4870177 1.000
School  Pillai's Trace 16 1263 4000 | 114.000 .an eI 80,724 1.000
Wilks' Lambda A50 137354 4000 | 112000 .0an el 54938 1.000
Hotelling's Trace 1074 14,742 4000 | 110000 oo 380 59128 1.000
Roy's Largest Root 814 26072% 2000 | 57.000 .an A7 52144 1.000

4. Exart statistic

h. Computed using alpha= 04

. The statistic is an upper bound on F that vields a lawer bound on the significance level.
d. Design: Infercept + School

Reporting the Result (without follow-up tests)

You could report the result of this test as follows: There was a statistically
significant difference between a pupils prior school on their academic
performance, F (3, 112) = 13.74, P < .0005; Wilk's A = 0.450, partial €* = .33.

If you had not achieved a statistically significant result then you would not
perform any further follow-up tests. However, as our case shows that we did, we
will continue with further tests.

Follow-up Tests - Univariate ANOVAS

To determine how the dependent variables differ for the independent variable we
need to look at the Tests of Between-Subjects Effects Table but firstly we
need to check for homogeneity of variances, which we can do by referring to
Levene's Test of Equality of Error Variances Table, as shown below:

Levene's Test of Equality of Error Variances®

F of1 df2 Sig.
English_Scaore Hd4 2 ar .5e3
Maths_Score 188 2 ar 829

Tests the null hypothesis that the errorvariance of the
dependentvariable is equal across groups.

a. Design: Intercept + School

We can see from the table above that both the Maths and English scores have
homogeneity of variances (P > .05) (the last column in the table). The results of
the ANOVAs for our dependent variables are presented in the Tests of Between-
Subjects Effects, as shown below (highlighted in red):




Tests of Between-Subjects Effects

Saurce DependentVariable | Tyme Il Sum Partial Eta Moncent Ohgerved
of Snuares if Wean Square F Sin. Snuared Parameter Pouwert
Carrected Model English_Scare 13 2 1717 | 18114 00 389 36.228 1,000
Maths_Scare 1885.633¢ 2 B4ZBIT | 14.295 o0 334 2850 o8
Intercept English_Score | 266266817 1| 266266817 | 3962.769 o0 986 3962.769 1.000
Maths_Scare Baret.067 1| BA7e1.067 | 1346134 00 959 1346.134 1,000
Schaol English_Scare 13423 2 11717 | 18114 o0 389 36.228 1.000
Maths_Scare 1885.633 1 B4ZBIT | 14.295 o0 34 8.5 98
Error English_Score 2629950 57 g7.1492
Maths_Scare 3756.300 A7 £4.953
Total English_Score | 272631.000 kil
Waths_Score 94426000 kil
Carrected Total English_Scors b264.183 59
Waths_Score h644 433 ik

3. R Souared= 389 (Adjusted R Squared = 367)
b, Computed using alpha =05
t. R Squared =334 {Adjusted R Squared = . 311)

We can see from this table that prior schooling has a statistically significant effect
on both English (F (2, 57) = 18.11; P < .0005; partial € = .39) and Maths scores

(F (2, 57) = 14.30; P < .0005; partial €2 = .33). It is important to note that you
should make an alpha correction to account for multiple ANOVAs being run, such
as a Bonferroni correction. As such, in this case, we accept statistical significance
at P < .025. We can follow up these significant ANOVAs with Tukey's HSD post-

hoc tests, as shown below in the Multiple Comparisons Table:




Multiple Comparisons

Tukey HSD
CependentVariable () Schoal (1) Schoal 55% Confidence Interval
Mean
Difference {-
Ay Std. Error Sin. Lower Bound | Upper Bound
English_Score  SchoalA Schoal B 1200007 | 2.59214 000 f.6622 19,1378
Schoal C 1408007 | 258214 000 7.8122 20,2878
Schoal B Schoal A -12.9000° | 2.59214 000 -18.1378 -f.6622
Schoal © 11500 | 259214 8497 -5.0878 736878
Schoal ¢ Schoal A 1408007 | 258214 000 -20.2878 -7T.8122
Schoal B 11600 | 259214 497 -7.3878 5.0878
Maths_Scare School A School B 31500 | 256812 443 -3.0300 8.3300
Schoal C 13168007 | 256812 000 6.9700 19,3300
Schoal B Schoal A 31500 | 286812 443 -9.3300 3.0300
Schoal C 10.0000° | 2.56812 001 3.8200 16.1800
Schoal ¢ Schoal A 1318007 | 256812 000 -18.3300 -6.9700
Schoal B -10.0000° | 2.56812 001 -16.1800 -3.8200

Based on obsemved means.

The errar terim is Mean SguareError = £5.953.

* The mean difference is significant at the .05 level.

The table above shows that for mean scores for English were statistically
significantly different between School A and School B (P < .0005), and School A

and School C (P < .0005) but not between School B and School C (P = .897).

Mean Maths scores were statistically significantly different between School A and

School C (P < .0005), and School B and School C (P = .001) but not between

School A and School B (P = .443). These differences can be easily visualised by
the plots generated by this procedure, as shown below:




Estimated Marginal Means
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Estimated Marginal Means of Maths_Score

4250

40,004

37507
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Mann-Whitney U Test using SPSS

abjectives

The Mann-Whitney U Test is used to compare differences between two
independent groups when the dependent variable is either (a) ordinal or (b)
interval but not normally distributed. It is the nonparametric alternative to the
independent t-test.

Assumptions

¢ Random samples from populations

e The dependent variable is either ordinal, interval or ratio (see our Types
of Variable guide for help)

e Samples do NOT need to be normally distributed

Example

A random sample of overweight, male individuals were recruited to a study to
investigate whether an exercise or weight loss intervention would be more
effective at lowering blood cholesterol levels in overweight men. To this end,
researchers randomly split their sample group into two equally-sized, smaller
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groups; one group underwent an exercise training programme and the other
group undertook a calorie-controlled, weight-loss diet. In order to determine
which treatment programme (exercise or diet) was more effective, cholesterol
concentrations were compared between the two groups at the end of the
treatment programmes.

Setup in SPSS

In SPSS we separated the groups for analysis by creating a grouping variable
called "Group" and gave the exercise group a value of "1" and the diet group a
value of "2". Cholesterol concentrations were entered under the variable name
"Cholesterol". To correctly setup your data in SPSS to run a Mann-Whitney U
Test please read our Entering Data in SPSS tutorial.

Testing Assumptions

Cholesterol concentration is measured on a continuous measurement scale
(specifically, a ratio scale) and thus meets the variable requirements for this test.
However, having tested the normality of the cholesterol data in the two
treatments we have been able to conclude that one of the groups is not normally
distributed. Therefore, we cannot use an Independent T-Test and have decided to
run a Mann-Whitney U Test. The procedure for checking the normality of your
data is provided in our Testing for Normality guide.

Test Procedure in SPSS

1. Click Analyze > Nonparametric Tests > Legacy Dialogs > 2
Independent Samples... on the top menu as shown below:
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2. You will be presented with the following screen:

E Chi-zguare...
Binomial...

m Run=...

1-Sample K-5...

8 2 ndependent Samples... L})
i K Independent Samples...

2 Related Samples...

K Related Samples...




iif Two-Independent-5amples Tests

Test Variable List:
= Options...

L&) Group

ﬁ Cholesterol Concentrat...
Grouping Variable:
2 |

Test Type

[+ Mann-Whitney U
[l Mozes extreme reactions [l Wald-Wolfowitz runs

(o) (e (e () (D

|:| Kolmogorov-Smirnay £

Published with written permission from IBM SPSS Inc.

Move the dependent variable "Cholesterol" to the "Test Variable List:"
box and the independent variable "Group" to the "Grouping Variable:"

box by using the wbutton or by dragging-and-dropping the variables into

the boxes.

i3 Two-Independent-5amples Tests

Test Variable List:

ﬁ Cholesterol Concentrat...

Grouping Variable:
lGroup(? 7)

Test Type

m Mann-¥Whitney U
] Moses extrems reactions ] Wald-Wolfowitz runs

|:| Kolmogorov-Smirnoy £

Published with written permission from IBM SPSS Inc.

4. Make sure that the "Mann-Whitney U" checkbox is ticked in the "Test
Type" area and the "Grouping Variable:" box is highlighted in yellow (as



seen above). If not highlighted in yellow, simply click your cursor in the
box.

5. Click on the button. The button will not be clickable if you
have not highlighted the "Grouping Variable:" box as instructed in Point 4.
You will be presented with the following screen:

fif Two Independent Sa... rg|

Published with written permission from IBM SPSS Inc.

Click through to the next page for the remaining procedure and how to interpret
the output.

Mann-Whitney U Test using SPSS (cont...

25

N’

6. Enter the values "1" and "2" into the "Group 1:" and "Group 2:" boxes.

£it Two Independent Sa... @

Group 1:
Group 2:

[Cﬂ-ntinue][ Cancel ][ Help ]

Published with written permission from IBM SPSS Inc.

Click on the button.

[What are these numbers and why do I have to enter them? The numbers
represent the labels we gave to the exercise and diet treatment groups,
respectively. The reason SPSS asks you to enter them is because you
might have more than two groups and you want to analyse multiple
combinations of groups (SPSS does not automatically analyse all
combinations of all groups). For example, your categories could be
exercise (label = 1), diet (label = 2) and drugs (label = 3) and, if you
wanted to compare exercise to drugs you would enter "1" and "3" into the
Group boxes.]
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7. If you wish to use this procedure to generate some descriptive statistics
then click on the ibutton and then tick "Descriptive" and
"Quartiles" within the "Statistics" area. You will be presented with the
dialog box below:

i Two-Independent-5a... E'

- =tatistics

-Mizzing Values
@ Exclude cases test-by-test

Exclude cazes listwise

((continue ] _cancel | Hep |

Published with written permission from IBM SPSS Inc.

Click the button, which will bring you back to the main dialog box
with the "Grouping Variable:" box now completed as shown below:

iif Two-Independent-5amples Tests

Te=t Variable Lizt:
¥ Cholesterol Concentrat..

Grouping Variable:
| [Groupr1 2) |

Define Groups...

Te=st Type

[+ Mann-Whitney U [] Kolmogorov-Smirnov Z
[l Mozes extreme reactions [ Wald-Wolfowitz runs

Lok J[ Paste | Reset ] cancel|[_Hep |

Published with written permission from IBM SPSS Inc.

8. Click the button, which will get SPSS to generate the output for the
Mann-Whitney U Test.

Ouput and Interpretation



SPSS will produce three tables of output from running a Mann-Whitney U Test as

will be described in the next three sections.

Descriptives

The Descriptives output table looks as follows:

Descriptie Statistics

Conceniration

Group

40

1.50

G068

1 2

1.00

1.50

Percantiles
I Mean Std, Deviation | Minimum | Masimum 25th S0th (Median) T5th
Cholesten 40 54700 48368 5.20 r.in 5.6250 5.89000 B.2000

2.00

Although we have decided to show you how you can get SPSS to provide
descriptive statistics for the Mann-Whitney U Test they are not actually very

useful. The reason for this is two-fold. Firstly, in order to compare the groups we
need the individual group values not the amalgamated ones. This table does not

provide us with this vital information, so we cannot compare any possible

differences between the exercise and diet groups. Secondly, we chose the Mann-
Whitney U Test because one of the individual groups (exercise group) was not
normally distrbuted. However, we have not tested to see if the amalgamation of
the two groups results in the larger group being normally distributed. Therefore,
we do not know whether to use the mean and standard deviation or the median

and interquartile range (IQR). The IQR is the 25th to 75th percentile. This will act

as a surrogate to the standard deviation we would otherwise report if the data
were normally distributed. We recommend that you ignore this table.

Ranks Table

This is the first table that provides information regarding the ouput of the actual
Mann-Whitney U Test. It shows mean rank and sum of ranks for the two groups
tested (exercise and diet treatment groups) as shown below:

Mann-Whitney Test

Ranks
Group ] Mean Rank | Sum of Ranks
Cholesterol Diet 20 25.00 a00.00
Concentration Exercise 20 16.00 320.00
Total 40

The above table is very useful as it indicates which group had the highest

cholesterol concentration; namely, the group with the highest mean rank. In this

case, the diet group had the highest cholesterol concentrations.

Test Statistics Table




This table shows us the actual significance value of the test (see below).
Specifically, the "Test Statistics" table provides the test statistic, U, value as well
as the asymptotic significance (2-tailed) p-value.

Test Statistics®
Cholesteral

Concentration
mann-whitney L 110.000
Wiilcoxon Wy 320.000
z -2.446
Asyimp. Sig. (2-tailed) 014
Exact Sig. [2%{1-tailed 01442
Sig.Jl

a. Mot corrected for ties,
h. Grouping Variakle: Group

From this data it can be concluded that there is a statistically significant
difference between the exercise and diet treatment group's median cholesterol
concentration at the end of both treatments (U = 110, p = 0.014). It can be
further concluded that the exercise treatment elicited statistically significant lower
cholesterol concentrations than the dietary group (p = 0.014).

How to run a Mann-Whitney test using SPSS's new nonparametric procedure is
explained in our Premium articles; find out more here.

Wilcoxon Signed Rank Test using SPSS

51
Overview

The Wilcoxon Sighed-Rank Test is the nonparametric test equivalent to the
dependent t-test. It is used when we wish to compare two sets of scores that
come from the same participants. This can occur when we wish to investigate any
change in scores from one time point to another or individuals are subjected to
more than one condition. As the Wilcoxon Signed-Ranks Test does not assume
normality in the data it can be used when this assumption has been violated and
the use of the dependent t-test is inappropriate.

Example

A pain researcher is interested in finding methods to reduce lower back pain in
individuals without having to use drugs. The researcher thinks that having
acupuncture in the lower back might reduce back pain. To investigate this, the
researcher recruits 25 participants to their study. At the beginning of the study,
the researcher asks the participants to rate their back pain on a scale of 1 to 10
with 10 indicating the greatest level of pain. After 4 weeks of twice weekly
acupuncture the participants are asked again to indicate their level of back pain
on a scale of 1 to 10 with 10 indicating the greatest level of pain. The researcher
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wishes to understand whether the participants' pain levels changed after they had
undergone the acupuncture so they run a Wilcoxon Signed-Rank Test.

Assumptions

e One dependent variable that is either ordinal, interval or ratio (see our
Types of Variable guide).

e One independent variable that consists of one group or two "matched-
pairs" groups.

Test Procedure in SPSS

1. Click Analyze > Nonparametric Tests > Legacy Dialogs > 2 Related
Samples... on the top menu in Version 18.0 of SPSS.

For older versions of SPSS, click Analyze > Nonparametric Tests >
Related Samples....

ay [DataSet0] - PASW Statistics Data Editor

Analyze  Graphs  Utilties  Add-ons Windowe  Help

Reports 3 % &ﬁ ;ﬁI R o B Al
it &8 0 i o
Descriptive Statistics b Bt REEE e co 0 (A4 \)

Compare Means b

i General Linear bodel b

Correlate P
Regression P
Clazsify b

Dimension Reduction #

Scale b

Monparametric Tests b A One Sample

Forecasting P
B ,ﬂ Independent Samples ...

Multiple Response  #
4

Related Samples...
Gality Control & Relsted Samples

L Dial b ;
ROC Curve... I et M [ chi-square...
D Binamial...
5.00
:| Runs...
g.00
] 1-sample k5.
/.00
500 E| 2 Independent Samples...
E.EID m k. Independent Samples ...
£ 00 |I| 2 Related Samples...
500 E k. Related Samples...

Published with written permission from SPSS Inc, an IBM Company.

2. You will be presented with the following:
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fif Two-Related-Samples Tests

Test Pairs:

,;[I Pain_Scaore_Pre Pair | " ariable | Wariakle |
J il Pain_scare_post 1

+

Test Type
[V Wilcoxon
] Sign

[ MeMemar

(Lo ] | Reset || cancel || Hep |

Cptions...

Published with written permission from SPSS Inc, an IBM Company.

3. Transfer the variables you are interested in analyzing into the "Test Pairs:
box. In our example, we need to transfer the variables Pain_Score_Pre
and Pain_Score_Post, which represent the Pain Scores before and after
the acupuncture intervention, respectively. There are two ways to do this.
You can either (1) highlight both variables (use the cursor and hold down

the shift key) and then press the lllbutton or (2) you can drag-and-drop
each variable into the boxes. Make sure that the "Wilcoxon" checkbox is
ticked in the "Test Type" box.

You will end up with a screen similar to the one below:




tif Two-Related-Samples Tests

Test Pairs: ——
ol Pain_score_pre Pair  |Varisblel | ‘ariakls2 =

W Pain_scare_post 1 ol [Pain_5... il [Pain_S..

2

rTest Type
[+ Wilcoxon
7] Sign

[ MeMemar

[ Ok ]Easte ]E&set ”Cancel” Help ]

Published with written permission from SPSS Inc, an IBM Company.

button shifts the pair of variables you have highlighted down one
level.

button shifts the pair of variables you have highlighted up one level.
o button shifts the order of the variables with a variable pair itself.
If you want to generate descriitives or quartiles for your variables then
select them by clicking the button and ticking the "Descriptive"
and "Quartiles" checkboxes under the "Statistics" box. You can also decide

how to deal with missing values.

You will end up with a screen similar to the one below:

i3 Two-Related-Samples... [Z|

r=tatiztics

rhizzing Values

@ Exclude cazes test-by-test

Exclude cazes listwize

[C-:untinue” Cancel ” Help ]

Published with written permission from SPSS Inc, an IBM Company.



Click on the button.
5. Click on the button to generate the output.

SPSS Output of the Wilcoxon Signed Rank Test

You will be presented with some tables in the Output Viewer under the title NPar
Tests.

Descriptives Table

The first table titled Descriptive Statistics is where SPSS has generated
descriptive and quartile statistics for your variables if you selected these options.
If you did not select these options, this table will not appear in your results. You
can use the results from this table to describe the Pain Score scores before and
after the acupuncture treatment. As you have used a nonparametric test it is
most likely that you should use the quartiles information to describe both your
groups.

Descriptive Statistics
Ferzentiles
i Mean Std. Deviation | Minimum | Maximum 24th A0th (Median) Tath
Pain_Scare_Pre 25 5.4400 1.781349 2.00 .00 4.0000 5.0000 6.5000
Pain_Scare_Post 25 5.1600 1.67268 200 g.00 4.0000 5.0000 £.0000

Ranks Table

The Ranks table provides some interesting data on the comparison of
participant's Before (Pre) and After (Post) Pain Score score. We can see from the
table's legend that 11 participants had a higher pre-acupucture treatment Pain
Score than after their treatment. However, 4 participants had a higher Pain Score
after treatment and 10 participants saw no change in their Pain Score.

Ranks
M Mean Rank | Sum of Ranks
Pain_Score_Post- Megative Ranks 114 2.00 283.00
Pain_gcore_Pre Positive Ranks 4b 8.00 32.00
Ties 10¢°
Total 25

a. Pain_Score_Post = Pain_Score_Pre
b, Pain_Score_Post = Pain_Score_Pre

c. Pain_Score_Post= Pain_Score_Pre

Test Statistics Table

By examining the final Test Statistics table we can discover whether these
changes, due to acupuncture treatment, led overall to a statistically significant
difference in Pain Scores. We are looking for the Asymp. Sig. (2-tailed) value,



which in this case is 0.071. This is the P value for the test. In statistics, the
Wilcoxon Signed Ranks Test is denoted by the test statistic T although we can
report the Z statistic instead.

Test Statistics®
Fain_Score_
Fost-
Fain_Score_
FPre
Z -1.8074
Asymp. Sig. (2-tailed) 071

4. Based on positive ranks.

b Wilcoxon Signed Ranks Test

We could, therefore, report our results as follows:

A Wilcoxon Signed Ranks Test showed that a 4 week, twice weekly acupuncture
treatment course did not elicit a statistically significant change in lower back pain
in individuals with existing lower back pain (Z = -1.807, P = 0.071). Indeed,
median Pain Score rating was 5.0 both pre- and post-treatment.

Kruskal-Wallis H Test using SPSS

Overview

The Kruskal-Wallis Test is the nonparametric test equivalent to the one-way
ANOVA and an extension of the Mann-Whitney Test to allow the comparison of
more than two independent groups. It is used when we wish to compare three or
more sets of scores that come from different groups.

Common Uses

As the Kruskal-Wallis Test does not assume normality in the data and is much
less sensitive to outliers it can be used when these assumption have been
violated and the use of the one-way ANOVA is inappropriate. In addition, if your
data is ordinal then you cannot use a one-way ANOVA but you can use this test.

Example

A medical researcher has heard anecdotal evidence that certain anti-depressive
drugs can have the positive side-effect of lowering neurological pain in those
individuals with chronic, neurological back pain when administered in doses lower
than those prescribed for depression. The medical researcher would like to
investigate this anecdotal evidence with a study. The researcher identifies 3 well-
known, anti-depressive drugs which might have this positive side-effect and
labels them Drug A, Drug B and Drug C. The researcher then recruits a group of
60 individuals with a similar level of back pain and randomly assigns them to one
of three groups - Drug A, Drug B or Drug C treatment groups and prescribes the
relevant drug for a 4 week period. At the end of the 4 week period, the
researcher asks the participants to rate their back pain on a scale of 1 to 10 with
10 indicating the greatest level of pain. The researcher wishes to compare the
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levels of pain experienced by the different groups at the end of the drug
treatment period. The researcher runs a Kruskal-Wallis Test to compare this
ordinal, dependent measure (Pain Score) between the three drug treatments
(independent variable is the type of drug, with more than two groups).

Assumptions

e One dependent variable that is ordinal, interval or ratio (see our guide
on types of variable).

e One independent variable that consists of three or more independent
groups.

Test Procedure in SPSS

1. Click Analyze > Nonparametric Tests > Legacy Dialogs > K
Independent Samples... on the top menu as shown below:

et1] - PASW Statistics Data Editor

Analyze  Graphs  LUtilities  Add-ons Window  Help

Reports b T E
e =
Descriptive Statistics k .
Compare Means b
_F General Linesr Model k

Generalized Linest Models b

Mixed Models b

Correlste k

Regteszion b

Logliresr b

Clazsify k

Dimenzion Reduction b

Scale k

MNonparametric Tests k A ore Sample...
Forecasting P

- B Independert Samples
Survival k
Related Samples..
Muttiple Response P _Ji &
i 3
Quality Cortrol P Legeey DEDEs
ROC Curve...
o

Published with written permission from SPSS Inc, an IBM Company.

2. You will be presented with the following:
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&

£ Tests for Several Independent Samples

Test “ariable List:

Options. .
& Drug Trestment Groug ...

|:|:I Pain_Score
Grouping Yariable:
=) |

Test Type
[+ Kruskalwsliz H [7] Median

(o) (oo | (et (o) (enl)

Published with written permission from SPSS Inc, an IBM Company.

3. Transfer the dependent variable that you are interested in analyzing into
the "Test Variable List:" box. In our example, we need to transfer the
variable Pain_Score into this box. The independent variable needs to be
transfered into the "Grouping Variable:" box. There are two ways transfer
your variables. You can either highlight drag-and-drop each variable into
the respective boxes or you highlight the variable by using the cursor and
clicking the lllbutton. Make sure that the "Kruskal-Wallis H" checkbox is
ticked in the "Test Type" box.

You will end up with a screen similar to the one below:



8if Tests for Several Independent Samples

Test “ariable List: options...

{l Pain_Score

Grouping Yariable:
| | lorauc

Define Range...

Test Type
Kruskal-walis H [7] Median

[ox ] | Reset || cancel | [ Help |
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4. You will be presented with the following:

£ Tests for Several Independent Samples

Test “ariable List: options...

&) Drug Trestment Groug ...

d:l Pain_Score
Grouping Yariable:
=) |

Test Type
[+ Kruskalwslis H [T] Median

(o ] | Reset || cancel || Help |

Published with written permission from SPSS Inc, an IBM Company.

5. Transfer the dependent variable that you are interested in analyzing into
the "Test Variable List:" box. In our example, we need to transfer the
variable Pain_Score into this box. The independent variable needs to be
transfered into the "Grouping Variable:" box. There are two ways transfer



your variables. In this case, this means transfering the Drug Treatment
Group variable into this box. You can either drag-and-drop each variable
into the respective boxes or you can highlight the variable by using the
cursor and clicking the lllbutton. Make sure that the "Kruskal-Wallis H"
checkbox is ticked in the "Test Type" box.

You will end up with a screen similar to the one below:

8if Tests for Several Independent Samples

Test “ariable List:

Options. .
|:|:I Pain_Score

Grouping Yariable:
| | lorauc

Define Range...

Test Type
[+ Kruskalwslis H [] Median

[ox ] | Reset || cancel || Help |

Published with written permission from SPSS Inc, an IBM Company.

6. Press the button and type "1" into the "Minimum" box and

"3" into the "Maximum" box. This is defining the range of the values for
the categories of the independent variables. In this case there are 3
groups/categories called Drug A, Drug B and Drug C. If there had been 4
groups but you did not want to include the first group in the analysis then
you would have entered "2" and "4" into the "Minimum" and "Maximum"
boxes, respectively (assuming you ordered the groups numerically).

1 Several Independent ... @

Range for Grouping Yariable

hdinirmuim;
hzeirmLm:

[Cn:untinue][ Cancel ][ Help ]

Published with written permission from SPSS Inc, an IBM Company.



Click the button.

7. Click the button. Tick the "Descriptive" checkbox if you want
descriptives and/or "Quartiles" if you want quartiles. You will be presented
with the following if you select Descriptives:

Published with written permission from SPSS Inc, an IBM Company.

£if Several Independent ... @

Statistics

Mizzing Yalues

© Exclude cazes listwize

@) Exclude cazes test-by-test

[CDntinue][ Cancel ][ Help ]

Click the button.

SPSS Output for the Kruskal-Wallis H Test

You will be presented with the following output (Descriptives excluded):

Kruskal-Wallis Test
Ranks
Drug Treatment Group Mean Rank
Pain_Score Cirug A 20 35.33
Drug B 20 3483
Crug < 20 21.35
Total ]|

Test Statistics® P

Fain_Score
Chi-sguare 3.5820
of 2
Asyvmp. Sin. 014

a. Eruskal\Wallis Test

h. Grouping Yariable:
Drug Treatment

Group




The Ranks table shows the mean rank of the Pain_Score for each drug group. The
Test Statistics table presents the Chi-square value (Kruskal-Wallis H), the
degrees of freedom and the significance level.

Reporting the Output of the Kruskal-Wallis H Test

In our example, we can report that there was a statistically significant difference
between the different drug treatments (H(2) = 8.520, P = 0.014) with a mean
rank of 35.33 for Drug A, 34.83 for Drug B and 21.35 for Drug C.

How to run a Kruskal-Wallis test using SPSS's new nonparametric procedure
along with post-hoc tests to determine where differences lie is explained in our
Premium articles; find out more here.

Friedman Test in SPSS

40
Overview

The Friedman Test is the non-parametric alternative to the one-way ANOVA with
repeated measures. It is used to test for differences between groups when the
dependent variable being measured is ordinal. It can also be used for continuous
data that has violated the assumptions necessary to run the one-way ANOVA with
repeated measures; for example, marked deviations from normality.

Assumptions

e One group that is measured on three or more different occasions.

e Group is a random sample from the population.

e One dependent variable that is either ordinal, interval or ratio (see our
Types of Variable guide).

e Samples do NOT need to be normally distributed.

Example

A researcher wishes to examine whether music has an effect on the perceived
psychological effort required to perform an exercise session. To test this, the
researcher recruits 12 runners who each run three times on a treadmill for 30
minutes long and conducted at the same running speed. Each subject runs once
listening to no music at all, runs once listening to classical music and runs
another listening to dance music, in a random order. At the end of each run,
subjects are asked to record how hard the running session felt on a scale of 1 to
10, with 1 being easy and 10 extremely hard. A Friedman test is then run to see
if there are differences between the music type on perceived effort.

Setting Up Your Data in SPSS

SPSS puts all repeated measures data on the same row in its Data View and,
therefore, you will need as many variables as related groups. In our example, we
need three variables, which we have labelled "none", "classical" and "dance" to
represent the subjects' perceived effort of the run when listening to the different

types of music.
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none classical dance

1 8.00 8.00 7.00
2 7.00 6.00 6.00
3 6.00 8.00 6.00
4 8.00 9.00 7.00
b 5.00 8.00 5.00
B 8.00 7.00 7.00
7 7.00 7.00 7.00
8 8.00 7.00 7.00
g 8.00 6.00 8.00
10 7.00 6.00 6.00
11 7.00 3.00 6.00
12 5.00 9.00 6.00

Testing of Assumptions

The Friedman Test procedure in SPSS will not test any of the assumptions that
are required for this test. In most cases this is because the assumptions are a
methodological or study design issue and not what SPSS is designed for. In the
case of assessing the types of variable you are using, SPSS will not provide you
with any errors if you incorrectly label your variables as nominal.

Friedman Test Procedure in SPSS

1. Click Analyze > Nonparametric Tests > Legacy Dialogs > K Related
Samples... on the top menu as shown below: (ignore Legacy Dialogs if on
a previous version to SPSS 18.0)
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Quality Control
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r

Generalized Linear Modelz H
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Legacy Dialogs
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2. You will be presented with the following screen:

Binamial...
m Runz...

B 1-sample K-5...

E 2 Independent Samples...
E K Independent Samples...
[i&] 2 related Samples...

Iy K Related Samples... N



18 Tests for Several Related Samples

Test Variables:
IEI none |
{I clazzical
{I dance
Test Type
’Vm Friedman [| Kendalls W [ Cochran's 0
Paste | CRe=sets | Cancel I.-ﬁ
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3. Move the dependent variables "none", "classical" and "dance" to the

"Test Variables:" box by using the wbutton or by dragging-and-dropping
the variables into the box. You will end up with the following:

1i8 Tests for Several Related Samples

Test Variables: —
r =
JHl classical

IEI dance |

[+ Friedman [] Kendalts W [] Cochran’z 0

"Test Type

Published with written permission from SPSS Inc, an IBM Company.

4. Make sure that "Friedman" is selected in the "Test Type " option area.
5. Click the button. You will be presented with the following screen:



i3t Several Related Samp... fz|

[C] quartiles

( continue | [ cancel || Hep |

Published with written permission from SPSS Inc, an IBM Company.

6. Tick the "Quartiles" option: [It is most likely that you will only want to
include the "Quartiles" option as your data is probably unsuitable for
"Descriptives", hence why you are running a non-parametric test.
However, SPSS includes this option anyway.]

iit Several Related Samp... rz|

|:| Descriptiv

Published with written permission from SPSS Inc, an IBM Company.

7. Click the button. This will return you back to the main dialogue
box:

148 Tests for Several Related Samples

Test Variables:

{l none
d:l claszical
mdance |

Test Type
’Vm Friedman [| Kendal's W [ Cochran's 0

Published with written permission from SPSS Inc, an IBM Company.

8. Click the button to run the Friedman Test.

SPSS Output for the Friedman Test



SPSS will generate two or three tables depending on whether you selected to
have descriptives and/or quartiles generated in addition to running the Friedman
Test.

Descriptive Statistics Table

The following table will be produced if you selected the Quartiles option:

Descriptive Statistics
Percentiles
M 25th a0th ieadian) 75th
none 12 7.0000 7.8000 8.0000
clazsical 12 g.2a00 7.8000 8.0000
dance 12 6.0000 6.5000 7.0000

This is a very useful table as it can be used to present descriptive statistics in
your results section for each of the time points or conditions (depending on your
study design) for your dependent variable. This usefulness will be presented later
on in this guide, in the "Reporting the Output" section.

Ranks Table

The Ranks table shows the mean rank for each of the related groups, as shown
below:

Ranks
Mean Rank
none 2.38
classical 217
dance 1.46

The Friedman Test compares the mean ranks between the related groups and
indicates how the groups differed and it is included for this reason. However, you
are not very likely to actually report these values in your results section but most
likely will report the median value for each related group.

Test Statistics Table

This is the table which informs you of the actual result of the Friedman Test and
whether there was an overall statistically significant difference between the mean
ranks of your related groups. For the example used in this guide, the table looks
as follows:

Test Statistics®
M 12
Chi-sguare v.e00
df 2
Asyimp. Sin. 022

a. Friedman Test



The above table provides the test statistic (X?) value (Chi-square), degrees of
freedom (df) and the significance level (Asymp. Sig.), which is all we need to
report the result of the Friedman Test. We can see, from our example, that there
is an overall statistically significant difference between the mean ranks of the
related groups. It is important to note that the Friedman Test is an omnibus test
like its parametric alternative - that is, it tells you whether there are overall
differences but does not pinpoint which groups in particular differ from each
other. To do this you need to run post-hoc tests, which will be discussed after the
next section.

Reporting the Output of the Friedman Test (without post-hoc tests)

You can report the Friedman Test result as follows: There was a statistically
significant difference in perceived effort depending on which type of music was
listened to whilst running, x*(2) = 7.600, P = 0.022.

You could also include the median values for each of the related groups.
However, at this stage, you only know that there are differences somewhere
between the related groups but you do not know exactly where those differences
lie. Remember though, that if your Friedman Test result was not statistically
significant then you should not run post-hoc tests.

Post-hoc Tests

To examine where the differences actually occur, you need to run separate
Wilcoxon Signed-Rank Tests on the different combinations of related groups. So,
in this example, you would compare the following combinations:

1. None to Classical
2. None to Dance
3. Classical to Dance

You need to use a Bonferroni adjustment on the results you get from the
Wilcoxon tests as you are making multiple comparisons, which makes it more
likely that you will declare a result significant when you should not (a Type I
error). Luckily, the Bonferroni adjustment is very easy to calculate; simply take
the significance level you were initially using (in this case 0.05) and divide it by
the number of tests you are running. So in this example, we have a new
significance level of 0.05/3 = 0.017. This means that if the P value is larger than
0.017 then we do not have a statistically significant result.

Running these tests (see how with our Wilcoxon Signed-Rank Test guide) on the
results from this example then you get the following result:
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Test Statistics®

classical - dance -

nane dance - none classical
il -.0g1°2 -2 6369 -1.811°
Aszvmp, Sig. (2-tailed) a52 .oog Oro

a. Based on positive ranks.

b Wilcoxon Signed Ranks Test

This table shows the output of the Wilcoxon Signed-Rank Test on each of our
combinations. It is important to note that the significance values have not been
adjusted in SPSS to compensate for multiple comparisons - you must manually
compare the significance values produced by SPSS to the Bonferroni-adjusted
significance level you have calculated. We can see that at the P < 0.017
significance level only perceived effort between no music and dance (dance-none,
P = 0.008) was statistically significantly different.

Reporting the Output of the Friedman Test (with post-hoc tests)

You can report the Friedman Test with post-hoc tests results as follows: There
was a statistically significant difference in perceived effort depending on which
type of music was listened to whilst running, X¥*(2) = 7.600, P = 0.022. Post-hoc
analysis with Wilcoxon Signed-Rank Tests was conducted with a Bonferroni
correction applied, resulting in a significance level set at P < 0.017. Median (IQR)
perceived effort levels for the no-music, classical and dance music running trial
were 7.5 (7 to 8), 7.5 (6.25 to 8) and 6.5 (6 to 7), respectively. There were no
significant differences between the no-music and classical music running trials (Z
= -0.061, P = 0.952) or between the classical and dance music running trials (Z
= -1.811, P = 0.070) despite an overall reduction in perceived effort in the dance
vs. classical running trials. However, there was a statistically significant reduction
in perceived effort in the dance music vs. no music trial (Z = -2.636, P = 0.008).

One-Sample Tests
Chi-Square Goodness-of-Fit Test in SPSS

Sbjective

The Chi-Square Goodness-of-Fit test is used to determine whether a sample of
data came from a population with a specific distribution.

Assumptions

e One categorical variable, with two or more categories (see our guide on
Types of Variable)

e A hypothesized proportion (equal or unequal)

¢ No more than 20% of expected frequencies have counts less than 5.

Example
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A website owner, Christopher, wants to offer a free gift to people that purchase a
subscription to his website. New subscribers can choose one of three gifts of
equal value: an Amazon Gift Voucher, a cuddly toy, or free cinema tickets. After
1000 people have signed up, Christopher wants to review the figures to see if the
three gifts offered were equally popular.

Set-up in SPSS

There are two methods of entering data into SPSS in order to run a Chi-Square
Goodness-of-Fit test in SPSS. Common to both methods is a column in the SPSS
data file for the categorical variable, which in this example, we shall name
gift_type. We have assigned codes of "1" for the Amazon Gift Certificate and
labelled it "Gift Certificate", "2" for the cuddly toy and labelled it "Cuddly Toy",
and "3" for the free cinema tickets and labelled it "Cinema Tickets" (help on
how to enter data can be found in our Entering Data in SPSS guide and how to
code variables can be found in our Working with Variables guide). If the
frequency data has already been summated for the various categories then we
need to create a second column that contains the respective frequency counts;
we have called this variable frequency. This type of data entry is shown below:

i3t chi-square-goodness-of-fit-test.sav [DataSet0] - PASW Statis
Fie Edt Miew Data Transform Analyze Graphs  Utilities A

gift_type frequency

Gift Certificate 370
2 Cuddly Toy 230
3 Cinema Tickets 400

Alternatively, you may have the data in raw form, i.e. you have not summated
the frequencies. In this case, you do not need a second column as SPSS can
calculate the frequencies of occurrence of each category for you. This would mean
that, in this example, there are 1000 rows of data, of which the beginning of said
data is shown below:
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Test Procedure in SPSS

Weighting cases if summation used

a. Click Data > Weight Cases... on the top menu as shown below:
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b. You will be presented with the Weight Cases dialogue box as shown below:

taf Weight Cases

_ @ Do not weight cazes
|—£) R_type | © weight cases by
-ﬁ frequency P

0

Current Status: Do not weight cazes

Published with written permission from SPSS Inc, an IBM Company.

c. Select the "Weight cases by" radio box and transfer the "frequency"
variable into the "Frequency Variable:" box, which has now become

highlighted, by using the wbutton. You will get the following screen:

£if Weight Cases

: © Do not weight cases
& gift_type ® weight cases by

Frequency Variable:
Wﬁ frequency

Current Status: Do not weight cazes

Published with written permission from SPSS Inc, an IBM Company.

d. Click the button.

Procedure for both methods



1. Click Analyze > Nonparametric Tests > Legacy Dialogs > Chi-
square... on the top menu as shown below: (If you are on older versions
of SPSS you will not have to go through the Legacy Dialogs menu)
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E Chi-zquare...
E Binomial...
m Runs...
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2. You will be presented with the Chi-square Test dialogue box, as shown
below: (The "frequency" variable will only be present if you entered in
your data in summated form)
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3. Transfer the "gift_type" variable into the "Test Variable List:" box by
using the wbutton as shown below:
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[Keep the "All categories equal" option selecting in the "Expected Values"
area as we are assuming equal proportions for each category.]

4. Click the button to generate the output.

SPSS Output for Chi-Square Goodness-of-Fit Test

The table below, gift_type, provides the observed frequencies (Observed N) for
each gift as well as the expected frequencies (Expected N), which are the
frequencies expected if the null hypothesis is true. The difference between the
observed and expected frequencies is provided in the Residual column.

uift_type
Obsernved M| Expected W | Residual
Gift Cerdificate 3ra 3333 367
Cuddly Toy 230 3333 -103.3
Cinema Tickets 400 333.3 6E.7
Total 1000

The table below, Test Statistics, provides the actual result of the Chi-Square
Goodness-of-Fit test. We can see from this table that our test statistic is



statistically significant: x?(2) = 49.4, p < .0005. We can, therefore, reject the null
hypothesis and conclude that there are statistically significant differences in the
preference of the type of sign-up gift, with less people preferring the Cuddly Toy
(N = 230) compared to either the Amazon Gift Certificate (N = 370) and Cinema
Tickets (N = 400).

Test Statistics
gift_type
Chi-sguare 49.4004
df 2
Asyvmp. Sig. .0oo

a. 0cells (0%
have expected
frequencies less
than 5. The
minimum
expected cell
frequency is 333.3.

The footnotes to the table inform us that there are no expected frequencies less
than a count of 5, which means that we have not violated one of the assumptions
of the Chi-Square Goodness-of-Fit test. We could, of course, have determined
this from the values in the gift_type table but SPSS conveniently calculates the
percentage for us in the Test Statistics table.
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When analysing data, for example, the marks achieved by 100 students for a
piece of coursework, it is possible to use both descriptive and inferential statistics
in your analysis of their marks. Typically, in most research conducted on groups
of people, you will use both descriptive and inferential statistics to analyse your
results and draw conclusions. So what are descriptive and inferential statistics?
And what are their differences?

Descriptive Statistics

Descriptive statistics is the term given to the analysis of data that helps describe,
show or summarize data in a meaningful way such that, for example, patterns
might emerge from the data. Descriptive statistics do not, however, allow us to
make conclusions beyond the data we have analysed or reach conclusions
regarding any hypotheses we might have made. They are simply a way to
describe our data.
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Descriptive statistics are very important, as if we simply presented our raw data it
would be hard to visulize what the data was showing, especially if there was a lot
of it. Descriptive statistics therefore allow us to present the data in a more
meaningful way which allows simpler interpretation of the data. For example, if
we had the results of 100 pieces of students' coursework, we may be interested
in the overall performance of those students. We would also be interested in the
distribution or spread of the marks. Descriptive statistics allow us to do this. How
to properly describe data through statistics and graphs is an important topic and
discussed in other Laerd Statistics Guides. Typically, there are two general types
of statistic that are used to describe data:

e Measures of central tendency: these are ways of describing the central
position of a frequency distribution for a group of data. In this case, the
frequency distribution is simply the distribution and pattern of marks
scored by the 100 students from the lowest to the highest. We can
describe this central position using a number of statistics, including the
mode, median, and mean. You can read about measures of central
tendency here.

e Measures of spread: these are ways of summarizing a group of data by
describing how spread out the scores are. For example, the mean score of
our 100 students may be 65 out of 100. However, not all students will
have scored 65 marks. Rather, their scores will be spread out. Some will
be lower and others higher. Measures of spread help us to summarize how
spread out these scores are. To describe this spread, a number of statistics
are available to us, including the range, quartiles, absolute deviation,
variance and standard deviation.

When we use descriptive statistics it is useful to summarize our group of data
using a combination of tabulated description (i.e. tables), graphical description
(i.e. graphs and charts) and statistical commentary (i.e. a discussion of the
results).

Inferential Statistics

We have seen that descriptive statistics provide information about our immediate
group of data. For example, we could calculate the mean and standard deviation
of the exam marks for the 100 students and this could provide valuable
information about this group of 100 students. Any group of data like this, that
includes all the data you are interested, in is called a population. A population
can be small or large, as long as it includes all the data you are interested in. For
example, if you were only interested in the exam marks of 100 students, then the
100 students would represent your population. Descriptive statistics are applied
to populations and the properties of populations, like the mean or standard
deviation, are called parameters as they represent the whole population (i.e.
everybody you are interested in).
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Often, however, you do not have access to the whole population you are
interested in investigating but only have a limited number of data instead. For
example, you might be interested in the exam marks of all students in the UK. It
is not feasible to measure all exam marks of all students in the whole of the UK
S0 you have to measure a smaller sample of students, for example, 100
students, that are used to represent the larger population of all UK students.
Properties of samples, such as the mean or standard deviation, are not called
parameters but statistics. Inferential statistics are techniques that allow us to
use these samples to make generalizations about the populations from which the
samples were drawn. It is, therefore, important the sample accurately represents
the population. The process of achieving this is called sampling (sampling
strategies are discussed in detail here on our sister site). Inferential statistics
arise out of the fact that sampling naturally incurs sampling error and thus a
sample is not expected to perfectly represent the population. The methods of
inferential statistics are (1) the estimation of parameter(s) and (2) testing of
statistical hypotheses.

We have provided some answers to common FAQs on the next page.
Alternatively, why not now read our guide on Types of Variable?

FAQs - Descriptive and Inferential Statistics
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What are the similarities between descriptive and inferential statistics?

Both descriptive and inferential statistics rely on the same set of data. Descriptive
statistics rely solely on this set of data whilst inferential statistics also rely on this
data in order to make generalisations about a larger population.

What are the strengths of using descriptive statistics to examine a
distribution of scores?

Other than the clarity with which descriptive statistics can clarify large volumes of
data, there are no uncertainties about the values you get (other than only
measurement error, etc.).

What are the limitations of descriptive statistics?

Descriptive statistics are limited in so much that they only allow you to make
summations about the people or objects that you have actually measured. You
cannot use the data you have collected to generalize to other people or objects
(i.e. using data from a sample to infer the properties/parameters of a
population). For example, if you tested a drug to beat cancer and it worked in
your patients, you cannot claim that it would work in other cancer patients only
relying on descriptive statistics (but inferential statistics would give you this
opportunity).

What are the limitations of inferential statistics?

There are two main limitations to the use of inferential statistics. The first, and
most important, limitation, which is present in all inferential statistics, is that you
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are providing data about a population that you have not fully measured and,
therefore, cannot ever be completely sure that the values/statistics you calculate
are correct. Remember, inferential statistics are based on the concept of using
the values measured in a sample to estimate/infer the values that would be
measured in a population; there will always be a degree of uncertainty in doing
this. The second limitation is connected with the first limitation. Some, but not all,
inferential tests require the user (i.e. you) to make educated guesses (based on
theory) to run the inferential tests. Again, there will be some uncertainty in this
process, which will have repercussions on the certainty of the results of some
inferential statistics.

Why not now read our guide on Types of Variable?

Measures of Central Tendency
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Introduction

A measure of central tendency is a single value that attempts to describe a set of
data by identifying the central position within that set of data. As such, measures
of central tendency are sometimes called measures of central location. They are
also classed as summary statistics. The mean (often called the average) is most
likely the measure of central tendency that you are most familiar with, but there
are others, such as, the median and the mode.

The mean, median and mode are all valid measures of central tendency but,
under different conditions, some measures of central tendency become more
appropriate to use than others. In the following sections we will look at the mean,
mode and median and learn how to calculate them and under what conditions
they are most appropriate to be used.

Mean (Arithmetic)

The mean (or average) is the most popular and well known measure of central
tendency. It can be used with both discrete and continuous data, although its use
is most often with continuous data (see our Types of Variable guide for data
types). The mean is equal to the sum of all the values in the data set divided by
the number of values in the data set. So, if we have n values in a data set and
they have values x;, x5, ..., Xn, then the sample mean, usually denoted by X
(pronounced x bar), is:

(X, + x4+ +1x,)
n

¥ =

This formula is usually written in a slightly different manner using the Greek
capitol letter, E, pronounced "sigma", which means "sum of...":

Lx

n

¥ =
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You may have noticed that the above formula refers to the sample mean. So, why
call have we called it a sample mean? This is because, in statistics, samples and
populations have very different meanings and these differences are very
important, even if, in the case of the mean, they are calculated in the same way.
To acknowledge that we are calculating the population mean and not the sample
mean, we use the Greek lower case letter "mu", denoted as pu:

Yx
k=
The mean is essentially a model of your data set. It is the value that is most
common. You will notice, however, that the mean is not often one of the actual
values that you have observed in your data set. However, one of its important
properties is that it minimises error in the prediction of any one value in your
data set. That is, it is the value that produces the lowest amount of error from all
other values in the data set.

An important property of the mean is that it includes every value in your data set
as part of the calculation. In addition, the mean is the only measure of central
tendency where the sum of the deviations of each value from the mean is always
zero.

When not to use the mean

The mean has one main disadvantage: it is particularly susceptible to the
influence of outliers. These are values that are unusual compared to the rest of
the data set by being especially small or large in numerical value. For example,
consider the wages of staff at a factory below:

Staff 1 2 3 4 5 6 7 8 9 10
Salary 15k 18k 16k 14k 15k 15k 12k 17k 90k 95k

The mean salary for these ten staff is $30.7k. However, inspecting the raw data
suggests that this mean value might not be the best way to accurately reflect the
typical salary of a worker, as most workers have salaries in the $12k to 18k
range. The mean is being skewed by the two large salaries. Therefore, in this
situation we would like to have a better measure of central tendency. As we will
find out later, taking the median would be a better measure of central tendency
in this situation.

Another time when we usually prefer the median over the mean (or mode) is
when our data is skewed (i.e. the frequency distribution for our data is skewed).
If we consider the normal distribution - as this is the most frequently assessed in
statistics - when the data is perfectly normal then the mean, median and mode
are identical. Moreover, they all represent the most typical value in the data set.
However, as the data becomes skewed the mean loses its ability to provide the
best central location for the data as the skewed data is dragging it away from the
typical value. However, the median best retains this position and is not as
strongly influenced by the skewed values. This is explained in more detail in the
skewed distribution section later in this guide.



Median

The median is the middle score for a set of data that has been arranged in order
of magnitude. The median is less affected by outliers and skewed data. In order
to calculate the median, suppose we have the data below:

65 55 89 56 35 14 56 55 87 45 92

We first need to rearrange that data into order of magnitude (smallest first):
14 35 45 55 55 56 56 65 87 89 92

Our median mark is the middle mark - in this case 56 (highlighted in bold). It is
the middle mark because there are 5 scores before it and 5 scores after it. This
works fine when you have an odd number of scores but what happens when you
have an even number of scores? What if you had only 10 scores? Well, you
simply have to take the middle two scores and average the result. So, if we look
at the example below:

65 55 89 56 35 14 56 55 87 45

We again rearrange that data into order of magnitude (smallest first):
14 35 45 55 55 56 56 65 87 89 92

Only now we have to take the 5th and 6th score in our data set and average
them to get a median of 55.5.

Mode

The mode is the most frequent score in our data set. On a histogram it represents
the highest bar in a bar chart or histogram. You can, therefore, sometimes
consider the mode as being the most popular option. An example of a mode is
presented below:
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Normally, the mode is used for categorical data where we wish to know which is
the most common category as illustrated below:



Mode
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We can see above that the most common form of transport, in this particular data
set, is the bus. However, one of the problems with the mode is that it is not
unique, so it leaves us with problems when we have two or more values that
share the highest frequency, such as below:
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We are now stuck as to which mode best describes the central tendency of the
data. This is particularly problematic when we have continuous data, as we are
more likely not to have any one value that is more frequent than the other. For
example, consider measuring 30 peoples' weight (to the nearest 0.1 kg). How
likely is it that we will find two or more people with exactly the same weight,
e.g. 67.4 kg? The answer, is probably very unlikely - many people might be close
but with such a small sample (30 people) and a large range of possible weights
you are unlikely to find two people with exactly the same weight, that is, to the
nearest 0.1 kg. This is why the mode is very rarely used with continuous data.

Another problem with the mode is that it will not provide us with a very good
measure of central tendency when the most common mark is far away from the
rest of the data in the data set, as depicted in the diagram below:
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In the above diagram the mode has a value of 2. We can clearly see, however,
that the mode is not representative of the data, which is mostly concentrated
around the 20 to 30 value range. To use the mode to describe the central
tendency of this data set would be misleading.

Skewed Distributions and the Mean and Median

We often test whether our data is normally distributed as this is a common
assumption underlying many statistical tests. An example of a normally
distributed set of data is presented below:
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When you have a normally distributed sample you can legitimately use both the
mean or the median as your measure of central tendency. In fact, in any
symmetrical distribution the mean, median and mode are equal. However, in this
situation, the mean is widely preferred as the best measure of central tendency
as it is the measure that includes all the values in the data set for its calculation,
and any change in any of the scores will affect the value of the mean. This is not
the case with the median or mode.

However, when our data is skewed, for example, as with the right-skewed data
set below:
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we find that the mean is being dragged in the direct of the skew. In these
situations, the median is generally considered to be the best representative of the
central location of the data. The more skewed the distribution the greater the
difference between the median and mean, and the greater emphasis should be
placed on using the median as opposed to the mean. A classic example of the
above right-skewed distribution is income (salary), where higher-earners provide
a false representation of the typical income if expressed as a mean and not a
median.

If dealing with a normal distribution, and tests of normality show that the data is
non-normal, then it is customary to use the median instead of the mean. This is
more a rule of thumb than a strict guideline however. Sometimes, researchers
wish to report the mean of a skewed distribution if the median and mean are not
appreciably different (a subjective assessment) and if it allows easier
comparisons to previous research to be made.

Summary of when to use the mean, median and mode

Please use the following summary table to know what the best measure of central
tendency is with respect to the different types of variable.

Type of Variable Best measure of central tendency
Nominal Mode
Ordinal Median
Interval/Ratio (not skewed) Mean

Interval/Ratio (skewed) Median
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For answers to frequently asked questions about measures of central tendency,
please go the next page.

FAQs - Measures of Central Tendency
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Please find below some common questions that are asked regarding measures of
central tendency, along with their answers. These FAQs are in addition to our
article on measures of central tendency found on the previous page.

What is the best measure of central tendency?

There can often be a "best" measure of central tendency with regards to the data
you are analysing but there is no one "best" measure of central tendency. This is
because whether you use the median, mean or mode will depend on the type of
data you have (see our Types of Variable guide), such as nominal or continuous
data; whether your data has outliers and/or is skewed; and what you are trying
to show from your data. Further considerations of when to use each measure of
central tendency is found in our guide on the previous page.

In a strongly skewed distribution, what is the best indicator of central
tendency?

It is usually inappropriate to use the mean in such situations where your data is
skewed. You would normally choose the median or mode with the median usually
preferred. This is discussed on the previous page under the subtitle, "When not to
use the mean".

Does all data have a median, mode and mean?

Yes and no. All continuous data has a median, mode and mean. However, strictly
speaking, ordinal data has a median and mode only, and nominal data has only a
mode. However, a consensus has not been reached among statisticians about
whether the mean can be used with ordinal data and you can often see a mean
reported for Likert data in research.

When is the mean the best measure of central tendency?

The mean is usually the best measure of central tendency to use when your data
distribution is continuous and symmetrical, such as when your data is normally
distributed. However, it all depends on what you are trying to show from your
data.

When is the mode the best measure of central tendency?

The mode is the least used of the measures of central tendency and can only be
used when dealing with nominal data. For this reason, the mode will be the best
measure of central tendency (as it is the only one appropriate to use) when
dealing with nominal data. The mean and/or median are usually preferred when
dealing with all other types of data but this does not mean it is never used with
these data types.
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When is the median the best measure of central tendency?

The median is usually preferred to other measures of central tendency when your
data set is skewed (i.e. forms a skewed distribution) or you are dealing with
ordinal data. However, the mode can also be appropriate in these situations but is
not as commonly used as the median.

What is the most appropriate measure of central tendency when the data
has outliers?

The median is usually preferred in these situations as the value of the mean can
be distorted by the outliers. However, it will depend on the how influential the
outliers are. If they do not significantly distort the mean then using the mean as
the measure of central tendency will usually be preferred.

In a normally distributed data set, which is greatest: mode, median or
mean?

If the data set is perfectly normal then the mean, median and mean are equal to
each other (i.e. the same value).

For any data set, which measures of central tendency have only one
value?

The median and mean can only have one value for a given data set. The mode
can have more than one value (see Mode section on previous page).

Measures of Spread
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Introduction

A measure of spread, sometimes also called a measure of dispersion, is used to
describe the variability in a sample or population. It is usually used in conjunction
with a measure of central tendency, such as, the mean or median, to provide an
overall description of a set of data.

Why is it important to measure the spread of data?

There are many reasons why the measure of the spread of data values is
important but one of the main reasons regards its relationship with measures of
central tendency. A measure of spread gives us an idea of how well the mean, for
example, represents the data. If the spread of values in the data set is large then
the mean is not as representative of the data as if the spread of data is small.
This is because a large spread indicates that there are probably large differences
between individual scores. Additionally, in research, it is often seen as positive if
there is little variation in each data group as it indicates that the similar.

We will be looking at the range, quartiles, variance, absolute deviation and
standard deviation.

Range
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The range is the difference between the highest and lowest scores in a data set
and is the simplest measure of spread. So we calculate range as:

Range = maximum value - minimum value

For example, let us consider the following data set:
23 56 45 65 59 55 62 54 85 25

The maximum value is 85 and the minimum value is 23. This results in a range of
62, which is 85 minus 23. Whilst using the range as a measure of spread is
limited, it does set the boundaries of the scores. This can be useful if you are
measuring a variable that has either a critical low or high threshold (or both) that
should not be crossed. The range will instantly inform you whether at least one
value broke these critical thresholds. In addition, the range can be used to detect
any errors when entering data. For example, if you have recorded the age of
school children in your study and your range is 7 to 123 years old you know you
have made a mistake!

Quartiles and Interquartile Range

Quartiles tell us about the spread of a data set by breaking the data set into
quarters, just like the median breaks it in half. For example, consider the marks
of the 100 students below, which have been ordered from the lowest to the
highest scores, and the quartiles highlighted in red.

Order Score Order Score Order Score Order Score Order Score
1st 35 21st 42 41st 53 61st 64 81st 74
2nd 37 22nd 42 42nd 53 62nd 64 82nd 74
3rd 37 23rd 44 43rd 54 63rd 65 83rd 74
4th 38 24th 44 44th 55 64th 66 84th 75
5th 39 25th 45 45th 55 65th 67 85th 75
6th 39 26th 45 46th 56 66th 67 86th 76
7th 39 27th 45 47th 57 67th 67 87th 77
8th 39 28th 45 48th 57 68th 67 88th 77
9th 39 29th 47 49th 58 69th 68 89th 79
10th 40 30th 48 50th 58 70th 69 90th 80
11th 40 31st 49 51st 59 71st 69 91st 81
12th 40 32nd 49 52nd 60 72nd 69 92nd 81
13th 40 33rd 49 53rd 61 73rd 70 93rd 81
14th 40 34th 49 54th 62 74th 70 94th 81
15th 40 35th 51 55th 62 75th 71 95th 81
16th 41 36th 51 56th 62 76th 71 96th 81
17th 41 37th 51 57th 63 77th 71 97th 83
18th 42 38th 51 58th 63 78th 72 98th 84
19th 42 39th 52 59th 64 79th 74 99th 84
20th 42 40th 52 60th 64 80th 74 100th 85

The first quartile (Q1) lies between the 25th and 26th student's marks, the
second quartile (Q2) between the 50th and 51st student's marks, and the third
quartile (Q3) between the 75th and 76th student's marks. Hence:



First quartile (Q1) =45 + 45 + 2 =45
Second quartile (Q2) = 58 + 59 - 2 = 58.5
Third quartile (Q3) =71 +71+2=71

In the above example, we have an even number of scores (100 students rather
than an odd number such as 99 students). This means that when we calculate the
quartiles, we take the sum of the two scores around each quartile and then half
them (hence Q1= 45 + 45 + 2 = 45) . However, if we had an odd number of
scores (say, 99 students), then we would only need to take one score for each
quartile (that is, the 25th, 50th and 75th scores). You should recognize that the
second quartile is also the median.

Quartiles are a useful measure of spread because they are much less affected by
outliers or a skewed data set than the equivalent measures of mean and standard
deviation. For this reason, quartiles are often reported along with the median as
the best choice of measure of spread and central tendency, respectively, when
dealing with skewed and/or data with outliers. A common way of expressing
quartiles is as an interquartile range. The interquartile range describes the
difference between the third quartile (Q3) and the first quartile (Q1), telling us
about the range of the middle half of the scores in the distribution. Hence, for our
100 students:

Interquartile range = Q3 - Q1
=71-45
= 26

However, it should be noted that in journals and other publications you will
usually see the interquartile range reported as 45 to 71, rather than the
calculated range.

A slight variation on this is the semi-interquartile range, which is half the
interquartile range = 2 (Q3 - Q1). Hence, for our 100 students, this would be 26
+2=13.

Absolute Deviation & Variance

12
Variation

Quartiles are useful but they are also somewhat limited because they do not take
into account every score in our group of data. To get a more representative idea
of spread we need to take into account the actual values of each score in a data
set. The absolute deviation, variance and standard deviation are such measures.

The absolute and mean absolute deviation show the amount of deviation
(variation) that occurs around the mean score. To find the total variability in our
group of data, we simply add up the deviation of each score from the mean. The
average deviation of a score can then be calculated by dividing this total by the
number of scores. How we calculate the deviation of a score from the mean
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depends on our choice of statistic, whether we use absolute deviation, variance or
standard deviation.

Absolute Deviation and Mean Absolute Deviation

Perhaps the simplest way of calculating the deviation of a score from the mean is
to take each score and minus the mean score. For example, the mean score for
the group of 100 students we used earlier was 58.75 out of 100. Therefore, if we
took a student that scored 60 out of 100, the deviation of a score from the mean
is 60 - 58.75 = 1.25. It is important to note that scores above the mean have
positive deviations (as demonstrated above) whilst that scores below the mean
will have negative deviations.

To find out the total variability in our data set, we would perform this calculation
for all of the 100 students' scores. However, the problem is that because we have
both positive and minus signs, when we add up all of these deviations, they
cancel each other out, giving us a total deviation of zero. Since we are only
interested in the deviations of the scores and not whether they are above or
below the mean score, we can ignore the minus sign and take only the absolute
value, giving us the absolute deviation. Adding up all of these absolute
deviations and dividing them by the total number of scores then gives us the
mean absolute deviation (see below). Therefore, for our 100 students the mean
absolute deviation is 12.81, as shown below:

21X —pl

mean absolute deviation = N
|

_ 1281

100
=12.81

Where g = mean, X = score, 3= the sum of, N =number of scores, } X = “add up all the scores”,
|| = take the absolute value (i.e. ignore the minus sign).

Variance

Another method for calculating the deviation of a group of scores from the mean,
such as the 100 students we used earlier, is to use the variance. Unlike the
absolute deviation, which uses the absolute value of the deviation in order to "rid
itself" of the negative values, the variance achieves positive values by squaring
each of the deviations instead. Adding up these squared deviations gives us the
sum of squares, which we can then divide by the total number of scores in our
group of data (in other words, 100 because there are 100 students) to find the
variance (see below). Therefore, for our 100 students, the variance is 211.89, as
shown below:
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Where p = mean, X = score, } = the sum of, N = number of scores, } X = "add up all the scores”

As a measure of variability, the variance is useful. If the scores in our group of
data are spread out then the variance will be a large number. Conversely, if the
scores are spread closely around the mean, then the variance will be a smaller
number. However, there are two potential problems with the variance. First,
because the deviations of scores from the mean are 'squared’, this gives more
weight to extreme scores. If our data contains outliers (in other words, one or a
small number of scores that are particularly far away from the mean and perhaps
do not represent well our data as a whole) this can give undo weight to these
scores. Secondly, the variance is not in the same units as the scores in our data
set: variance is measured in the units squared. This means we cannot place it on
our frequency distribution and cannot directly relate its value to the values in our
data set. Therefore, the figure of 211.89, our variance, appears somewhat
arbitrary. Calculating the standard deviation rather than the variance rectifies this
problem. Nonetheless, analysing variance is extremely important in some
statistical analyses, discussed in other statistical guides.

Standard Deviation
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Introduction

The standard deviation is a measure of the spread of scores within a set of data.
Usually, we are interested in the standard deviation of a population. However, as
we are often presented with data from a sample only, we can estimate the
population standard deviation from a sample standard deviation. These two
standard deviations, sample and population standard deviations, are calculated
differently. In statistics we are usually presented with having to calculate sample
standard deviations, and so this is what this article will focus on, although the
formula for a population standard deviation will also be shown.

When to use the sample or population standard deviation

We are normally interested in knowing the population standard deviation as our
population contains all the values we are interested in. Therefore, you would
normally calculate the population standard deviation if: (1) you have the entire
population or (2) you have a sample of a larger population but you are only
interested in this sample and do not wish to generalize your findings to the
population. However, in statistics, we are usually presented with a sample from
which we wish to estimate (generalize to) a population, and the standard
deviation is no exception to this. Therefore, if all you have is a sample but you
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wish to make a statement about the population standard deviation from which
the sample is drawn, then you need to use the sample standard deviation.
Confusion can often arise as to which standard deviation to use due to the name
"sample" standard deviation incorrectly being interpreted as meaning the
standard deviation of the sample itself and not as the estimate of the population
standard deviation based on the sample.

What type of data should you use when you calculate a standard deviation?

The standard deviation is used in conjunction with the mean, to summarise
continuous data not categorical data. In addition, the standard deviation, like the
mean, is normally only appropriate when the continuous data is not significantly
skewed or has outliers.

Examples of when to use the sample or population standard deviation

Q. A teacher sets an exam for their pupils. The teacher wants to summarize the
results the pupils attained as a mean and standard deviation. Which standard
deviation should be used?

A. Population standard deviation. Why? Because the teacher is only interested in
this class of pupils' scores and nobody else.

Q. A researcher has recruited males aged 45 to 65 years old for an exercise
training study to investigate risk markers for heart disease, e.g. cholesterol.
Which standard deviation would most likely be used?

A. Sample standard deviation. Although not explicitly stated, a researcher
investigating health related issues will not be simply concerned with just the
participants of their study; they will want to show how their sample results can be
generalised to the whole population (in this case, males aged 45 to 65 years old).
Hence, the use of the sample standard deviation.

Q. One of the questions on a national consensus survey asks for respondent's
age. Which standard deviation would be used to describe the variation in all ages
received from the consensus?

A. Population standard deviation. A national consensus is used to find out
information about the nation's citizens. By definition, it includes the whole
population, therefore, a population standard deviation would be used.

What are the formulas for the standard deviation?

The sample standard deviation formula is:

where,

s = sample standard deviation
= sum of...
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X = sample mean
n = number of scores in sample.

The population standard deviation formula is:

where,

0 = population standard deviation
= sum of...

H= population mean

n = number of scores in sample.

Is there an easy way to calculate the standard deviation?

Yes, we have a sample and population standard deviation calculator that shows
you all the working as well! It can be found in our calculator section here.

Absolute Deviation & Variance

12
Variation

Quartiles are useful but they are also somewhat limited because they do not take
into account every score in our group of data. To get a more representative idea
of spread we need to take into account the actual values of each score in a data
set. The absolute deviation, variance and standard deviation are such measures.

The absolute and mean absolute deviation show the amount of deviation
(variation) that occurs around the mean score. To find the total variability in our
group of data, we simply add up the deviation of each score from the mean. The
average deviation of a score can then be calculated by dividing this total by the
number of scores. How we calculate the deviation of a score from the mean
depends on our choice of statistic, whether we use absolute deviation, variance or
standard deviation.

Absolute Deviation and Mean Absolute Deviation

Perhaps the simplest way of calculating the deviation of a score from the mean is
to take each score and minus the mean score. For example, the mean score for
the group of 100 students we used earlier was 58.75 out of 100. Therefore, if we
took a student that scored 60 out of 100, the deviation of a score from the mean
is 60 - 58.75 = 1.25. It is important to note that scores above the mean have
positive deviations (as demonstrated above) whilst that scores below the mean
will have negative deviations.

To find out the total variability in our data set, we would perform this calculation
for all of the 100 students' scores. However, the problem is that because we have
both positive and minus signs, when we add up all of these deviations, they
cancel each other out, giving us a total deviation of zero. Since we are only
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interested in the deviations of the scores and not whether they are above or
below the mean score, we can ignore the minus sign and take only the absolute
value, giving us the absolute deviation. Adding up all of these absolute
deviations and dividing them by the total humber of scores then gives us the
mean absolute deviation (see below). Therefore, for our 100 students the mean
absolute deviation is 12.81, as shown below:
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mean absolute deviation = N
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=12.81

Where p = mean, X = score, } = the sum of, N = number of scores, } X = "add up all the scores”,
|| = take the absolute value (i.e. ignore the minus sign).

Variance

Another method for calculating the deviation of a group of scores from the mean,
such as the 100 students we used earlier, is to use the variance. Unlike the
absolute deviation, which uses the absolute value of the deviation in order to "rid
itself" of the negative values, the variance achieves positive values by squaring
each of the deviations instead. Adding up these squared deviations gives us the
sum of squares, which we can then divide by the total number of scores in our
group of data (in other words, 100 because there are 100 students) to find the
variance (see below). Therefore, for our 100 students, the variance is 211.89, as
shown below:
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= 211.89

Where p = mean, X = score, } = the sum of, N = number of scores, } X = "add up all the scores”

As a measure of variability, the variance is useful. If the scores in our group of
data are spread out then the variance will be a large number. Conversely, if the
scores are spread closely around the mean, then the variance will be a smaller
number. However, there are two potential problems with the variance. First,
because the deviations of scores from the mean are 'squared’, this gives more
weight to extreme scores. If our data contains outliers (in other words, one or a
small number of scores that are particularly far away from the mean and perhaps
do not represent well our data as a whole) this can give undo weight to these
scores. Secondly, the variance is not in the same units as the scores in our data
set: variance is measured in the units squared. This means we cannot place it on
our frequency distribution and cannot directly relate its value to the values in our



data set. Therefore, the figure of 211.89, our variance, appears somewhat
arbitrary. Calculating the standard deviation rather than the variance rectifies this
problem. Nonetheless, analysing variance is extremely important in some
statistical analyses, discussed in other statistical guides.

Absolute Deviation & Variance

12
Variation

Quartiles are useful but they are also somewhat limited because they do not take
into account every score in our group of data. To get a more representative idea
of spread we need to take into account the actual values of each score in a data
set. The absolute deviation, variance and standard deviation are such measures.

The absolute and mean absolute deviation show the amount of deviation
(variation) that occurs around the mean score. To find the total variability in our
group of data, we simply add up the deviation of each score from the mean. The
average deviation of a score can then be calculated by dividing this total by the
number of scores. How we calculate the deviation of a score from the mean
depends on our choice of statistic, whether we use absolute deviation, variance or
standard deviation.

Absolute Deviation and Mean Absolute Deviation

Perhaps the simplest way of calculating the deviation of a score from the mean is
to take each score and minus the mean score. For example, the mean score for
the group of 100 students we used earlier was 58.75 out of 100. Therefore, if we
took a student that scored 60 out of 100, the deviation of a score from the mean
is 60 - 58.75 = 1.25. It is important to note that scores above the mean have
positive deviations (as demonstrated above) whilst that scores below the mean
will have negative deviations.

To find out the total variability in our data set, we would perform this calculation
for all of the 100 students' scores. However, the problem is that because we have
both positive and minus signs, when we add up all of these deviations, they
cancel each other out, giving us a total deviation of zero. Since we are only
interested in the deviations of the scores and not whether they are above or
below the mean score, we can ignore the minus sign and take only the absolute
value, giving us the absolute deviation. Adding up all of these absolute
deviations and dividing them by the total humber of scores then gives us the
mean absolute deviation (see below). Therefore, for our 100 students the mean
absolute deviation is 12.81, as shown below:
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Where g = mean, X = score, } = the sum of, N =number of scores, } X = “add up all the scores”,
|| = take the absolute value (i.e. ignore the minus sign).

Variance

Another method for calculating the deviation of a group of scores from the mean,
such as the 100 students we used earlier, is to use the variance. Unlike the
absolute deviation, which uses the absolute value of the deviation in order to "rid
itself" of the negative values, the variance achieves positive values by squaring
each of the deviations instead. Adding up these squared deviations gives us the
sum of squares, which we can then divide by the total number of scores in our
group of data (in other words, 100 because there are 100 students) to find the
variance (see below). Therefore, for our 100 students, the variance is 211.89, as
shown below:
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Where p = mean, X = score, = the sum of, N = number of scores, } X = “add up all the scores”

As a measure of variability, the variance is useful. If the scores in our group of
data are spread out then the variance will be a large humber. Conversely, if the
scores are spread closely around the mean, then the variance will be a smaller
number. However, there are two potential problems with the variance. First,
because the deviations of scores from the mean are 'squared’, this gives more
weight to extreme scores. If our data contains outliers (in other words, one or a
small number of scores that are particularly far away from the mean and perhaps
do not represent well our data as a whole) this can give undo weight to these
scores. Secondly, the variance is not in the same units as the scores in our data
set: variance is measured in the units squared. This means we cannot place it on
our frequency distribution and cannot directly relate its value to the values in our
data set. Therefore, the figure of 211.89, our variance, appears somewhat
arbitrary. Calculating the standard deviation rather than the variance rectifies this
problem. Nonetheless, analysing variance is extremely important in some
statistical analyses, discussed in other statistical guides.

Standard Deviation
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Introduction

The standard deviation is a measure of the spread of scores within a set of data.
Usually, we are interested in the standard deviation of a population. However, as
we are often presented with data from a sample only, we can estimate the
population standard deviation from a sample standard deviation. These two
standard deviations, sample and population standard deviations, are calculated
differently. In statistics we are usually presented with having to calculate sample
standard deviations, and so this is what this article will focus on, although the
formula for a population standard deviation will also be shown.

When to use the sample or population standard deviation

We are normally interested in knowing the population standard deviation as our
population contains all the values we are interested in. Therefore, you would
normally calculate the population standard deviation if: (1) you have the entire
population or (2) you have a sample of a larger population but you are only
interested in this sample and do not wish to generalize your findings to the
population. However, in statistics, we are usually presented with a sample from
which we wish to estimate (generalize to) a population, and the standard
deviation is no exception to this. Therefore, if all you have is a sample but you
wish to make a statement about the population standard deviation from which
the sample is drawn, then you need to use the sample standard deviation.
Confusion can often arise as to which standard deviation to use due to the name
"sample" standard deviation incorrectly being interpreted as meaning the
standard deviation of the sample itself and not as the estimate of the population
standard deviation based on the sample.

What type of data should you use when you calculate a standard deviation?

The standard deviation is used in conjunction with the mean, to summarise
continuous data not categorical data. In addition, the standard deviation, like the
mean, is normally only appropriate when the continuous data is not significantly
skewed or has outliers.

Examples of when to use the sample or population standard deviation

Q. A teacher sets an exam for their pupils. The teacher wants to summarize the
results the pupils attained as a mean and standard deviation. Which standard
deviation should be used?

A. Population standard deviation. Why? Because the teacher is only interested in
this class of pupils' scores and nobody else.

Q. A researcher has recruited males aged 45 to 65 years old for an exercise
training study to investigate risk markers for heart disease, e.g. cholesterol.
Which standard deviation would most likely be used?

A. Sample standard deviation. Although not explicitly stated, a researcher
investigating health related issues will not be simply concerned with just the
participants of their study; they will want to show how their sample results can be
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generalised to the whole population (in this case, males aged 45 to 65 years old).
Hence, the use of the sample standard deviation.

Q. One of the questions on a national consensus survey asks for respondent's
age. Which standard deviation would be used to describe the variation in all ages
received from the consensus?

A. Population standard deviation. A national consensus is used to find out
information about the nation's citizens. By definition, it includes the whole
population, therefore, a population standard deviation would be used.

What are the formulas for the standard deviation?

The sample standard deviation formula is:

ta
Il

where,

s = sample standard deviation
Z= sum of...

X'= sample mean

n = number of scores in sample.

The population standard deviation formula is:

where,

0 = population standard deviation
= sum of...

H= population mean

n = number of scores in sample.

Is there an easy way to calculate the standard deviation?

Yes, we have a sample and population standard deviation calculator that shows
you all the working as well! It can be found in our calculator section here.

Standard Deviation
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Introduction

The standard deviation is a measure of the spread of scores within a set of data.
Usually, we are interested in the standard deviation of a population. However, as
we are often presented with data from a sample only, we can estimate the
population standard deviation from a sample standard deviation. These two
standard deviations, sample and population standard deviations, are calculated
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differently. In statistics we are usually presented with having to calculate sample
standard deviations, and so this is what this article will focus on, although the
formula for a population standard deviation will also be shown.

When to use the sample or population standard deviation

We are normally interested in knowing the population standard deviation as our
population contains all the values we are interested in. Therefore, you would
normally calculate the population standard deviation if: (1) you have the entire
population or (2) you have a sample of a larger population but you are only
interested in this sample and do not wish to generalize your findings to the
population. However, in statistics, we are usually presented with a sample from
which we wish to estimate (generalize to) a population, and the standard
deviation is no exception to this. Therefore, if all you have is a sample but you
wish to make a statement about the population standard deviation from which
the sample is drawn, then you need to use the sample standard deviation.
Confusion can often arise as to which standard deviation to use due to the name
"sample" standard deviation incorrectly being interpreted as meaning the
standard deviation of the sample itself and not as the estimate of the population
standard deviation based on the sample.

What type of data should you use when you calculate a standard deviation?

The standard deviation is used in conjunction with the mean, to summarise
continuous data not categorical data. In addition, the standard deviation, like the
mean, is normally only appropriate when the continuous data is not significantly
skewed or has outliers.

Examples of when to use the sample or population standard deviation

Q. A teacher sets an exam for their pupils. The teacher wants to summarize the
results the pupils attained as a mean and standard deviation. Which standard
deviation should be used?

A. Population standard deviation. Why? Because the teacher is only interested in
this class of pupils' scores and nobody else.

Q. A researcher has recruited males aged 45 to 65 years old for an exercise
training study to investigate risk markers for heart disease, e.g. cholesterol.
Which standard deviation would most likely be used?

A. Sample standard deviation. Although not explicitly stated, a researcher
investigating health related issues will not be simply concerned with just the
participants of their study; they will want to show how their sample results can be
generalised to the whole population (in this case, males aged 45 to 65 years old).
Hence, the use of the sample standard deviation.

Q. One of the questions on a national consensus survey asks for respondent's
age. Which standard deviation would be used to describe the variation in all ages
received from the consensus?
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A. Population standard deviation. A national consensus is used to find out
information about the nation's citizens. By definition, it includes the whole
population, therefore, a population standard deviation would be used.

What are the formulas for the standard deviation?

The sample standard deviation formula is:

where,

s = sample standard deviation
Z= sum of...

X'= sample mean

n = number of scores in sample.

The population standard deviation formula is:

where,

0 = population standard deviation
= sum of...

H= population mean

n = number of scores in sample.

Is there an easy way to calculate the standard deviation?

Yes, we have a sample and population standard deviation calculator that shows
you all the working as well! It can be found in our calculator section here.

Hypothesis Testing

When we conduct a piece of quantitative research we are inevitably attempting to
answer a hypothesis that we have set. Since hypothesis testing has many facets,
let’s look at an example.

The lecturer's dilemma

Two statistics lecturers, Sarah and Mike, think that they use the best method to
teach their students. Each lecturer has 50 statistics students that are studying a
graduate degree in management. In Sarah’s class, students have to attend one
lecture and one seminar class every week, whilst in Mike's class students only
have to attend one lecture. Sarah thinks that seminars, in addition to lectures,
are an important teaching method in statistics, whilst Mike believes that lectures
are sufficient by themselves and thinks that students are better off solving
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problems by themselves in their own time. This is the first year that Sarah has
given seminars, but since they take up a lot of her time, she wants to make sure
that she is not wasting her time and that seminars improve her students’
performance.

The structure of hypothesis testing

Whilst all pieces of quantitative research have some dilemma, issue or problem
that they are trying to investigate, the focus in hypothesis testing is to find ways
to structure these in such a way that we can test them effectively. Typically, it is
important to:
1. Define the research hypothesis and set the parameters for the study.
Set out the null and alternative hypothesis (or more than one hypothesis; in
other words, a number of hypotheses).
3 Explain how you are going to operationalise (that is, measure or operationally
define) what you are studying and set out the variables to be studied.
4. Set the significance level.
5. Make a one- or two-tailed prediction.
Determine whether the distribution that you are studying is normal (this has
6. . .. . -
implications for the types of statistical tests that you can run on your data).
Select an appropriate statistical test based on the variables you have defined and
whether the distribution is normal or not.
8. Run the statistical tests on your data and interpret the output.
9. Accept or reject the null hypothesis.

Whilst there are some variations on this structure, it is adopted by most thorough
quantitative research studies. Throughout this guide we discuss this hypothesis
testing process using our example of the two statistics lecturers, Sarah and Mike,
and their alternative teaching methods. We focus on the first fives steps in the
process, as well as the decision to either accept or reject the null hypothesis. A
discussion of normality, selecting statistical tests, and running these statistical
tests is discussed in the statistical guide, Selecting Statistical Tests. At the end,
we highlight some of the other statistical guides that we think you would benefit
from reading before going on to design your own quantitative piece of research.

The research hypothesis

This study aims to examine the effect that two different teaching methods -
providing lectures and seminar classes (Sarah) and providing lectures by
themselves (Mike) — had on the performance of Sarah’s 50 students and Mike's
50 students. By establishing that we are not only interested in these 100
students, we set the parameters for the study. This is important because if we
were interested in the effect that these teaching methods had on students’
performance in general, there would be wider sampling implications (see the
statistical guide, Sampling, for more information).

Whilst Mike is sceptical about the effectiveness of seminars, Sarah clearly
believes that giving seminars, in addition to lectures, helps her students do better
than those in Mike's class. This leads us to the following research hypothesis:
Research Hypothesis: When students attend seminar classes, in addition to
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lectures, their performance increases.
The null and alternative hypothesis

Whilst only providing a research hypothesis like the above is sometimes

adequate, it is good practice in quantitative research to re-state this as a null and

alternative hypothesis.

Null Hypotheses (H,):  Undertaking seminar classes has no effect on students’
performance.

Alternative Hypothesis  Undertaking seminar class has a positive effect on students’

(Ha): performance.

The null hypothesis predicts that the distributions that we are comparing are the
same. This brings us back to the core of hypothesis testing; comparing
distributions (see the statistical guide, Frequency Distributions, for more
information on distributions). In this study, there are two distributions that we
are comparing.

Distribution 1 (seminar) The distribution of exam marks for the 50 students in
Sarah’s class that attended both lectures and seminars.

Distribution 2 (lecture only)  The distribution of exam marks for the 50 students in
Mike’s class that attended only lectures.

If the two distributions are the same this would mean that the addition of
seminars to lectures as a teaching method did not have an effect on students’
performance and we would accept the null hypothesis. Alternatively, if there was
a difference in the distributions and this difference was statistically significant,
we would reject the null hypothesis. The question then arises: Do we accept the
alternative hypothesis?

Before we answer this question and three related concepts (the alternative
hypothesis, one- and two-tailed predictions, and statistical significance) it is
worth addressing the issue of operationally defining our study.

Hypothesis Testing (cont...)

bperationally defining (measuring) the study

The question arises: What do we mean by performance? Clearly, performance
could mean how students score in a piece of coursework, how many times they
can answer questions in class, what marks they get in their exams, and so on.
There are two obvious reasons why we should be clear about how we
operationalise (that is, measure) what we are studying. First, we simply need to
be clear so that people reading our work are in no doubt about what we are
studying. This makes it easier for them to repeat the study in future to see if they
also get the same (or similar) results; something called internal validity.
Second, one of the criteria by which quantitative research is assessed, perhaps by
an examiner if you are a student, is how you define what your are measuring (in
this case, performance) and how you choose to measure it.
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Nonetheless, it is worth noting that these choices will sometimes be personal
choices and at other times they will be guided by something else. For example, if
we were to measure intelligence, there may be a number of characteristics that
we could use, such as IQ, emotional intelligence, and so forth. What we choose
here will likely be a personal choice because all these variables are proxies for
intelligence; that is, they are variables used to infer an individual’s intelligence
but not everyone would agree that IQ alone is an accurate measure of
intelligence. In comparison, if we were measuring firm performance, there may
be an established number of measures in the academic and practitioner literature
that determine what we should test, such as Return on Assets, etc... Therefore, to
know what you should measure, it is always worth looking at the literature first to
see what other studies have done, whether you use the same measures or not. It
is then a matter of making an educated decision whether the variables you
choose to examine are accurate proxies for what you are trying to study, as well
as discussing the potential limitations of these proxies.

In the case of measuring a student’s performance there are a number of proxies
that could be used, such as class participation, coursework marks and exam
marks, since these are all good measures of performance. However, in this case,
we choose exam marks as our measure of performance for two reasons. First, as
a statistics tutor, we feel that Sarah’s main job is to help her students get the
best grade possible since this will affect her students’ overall grades in their
graduate management degree. Second, the assessment for the statistics course is
a single 2 hour exam. Since there is no coursework and class participation is not
assessed in this course, exam marks seem to be the most appropriate proxy for
performance. However, it is worth noting that if the assessment for the statistics
course was not only a 2 hour exam but also a piece of coursework, we would
probably have chosen to measure both exam marks and coursework marks as
proxies of performance.

Variables

The next step is to define the variables that we are using in our study (see the
statistical guide, Types of Variable, for more information). Since the study aims to
examine the effect that two different teaching methods - providing lectures and
seminar classes (Sarah) and providing lectures by themselves (Mike) — had on
the performance of Sarah’s 50 students and Mike’s 50 students, the variables
being measured are:

Dependent variable: Exam marks
Independent variable: Teaching method (“seminar” vs. “lecture only”)

By using a very straightforward example, we have only one dependent variable
and one independent variable although studies can examine any number of
dependent and independent variables.

One- and two-tailed predictions

Returning to our discussion of the null and alternative hypothesis, it is worth re-
stating that if the two distributions (the seminar distribution and the lecture only


https://statistics.laerd.com/statistical-guides/types-of-variable.php

distribution) are the same, this would mean that the addition of seminars to
lectures as a teaching method did not have an effect on students’ performance
and we would accept the null hypothesis. Alternatively, if there was a difference
in the distributions and this difference was statistically significant, we would
reject the null hypothesis. The question then arises: Do we accept the alternative
hypothesis?
Alternative Hypothesis (H,): Undertaking seminar class has a positive effect on
students’ performance.

The alternative hypothesis tells us two things. First, what predictions did we
make about the effect of the independent variable(s) on the dependent
variable(s)? Second, what was the predicted direction of this effect? Let's use
our example to highlight these two points.

Sarah predicted that her teaching method (independent variable: teaching
method), whereby she not only required her students to attend lectures
(distribution: lecture only), but also seminars (distribution: seminar), had a
positive effect (that is, increased) students’ performance (dependent variable:
exam marks). The direction of her prediction is what we call one-tailed, which can
be illustrated using the diagrams below.

Frequency
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Hypothesis Testing (cont...)

A one-tailed prediction indicates that you believe that your distribution (the
“seminar” distribution) is either higher up (diagram A) or lower down (diagram B)
the scale (in this case, exam marks) compared with the alternative distribution
(the “lectures only” distribution).

Alternately, a two-tailed prediction means that we do not make a choice over the

direction that our distribution moves. Rather, it simply implies that our

distribution could be either higher up or lower down the scale. If Sarah had made

a two-tailed prediction, our alternative hypothesis might have been:

Alternative Hypothesis (H,): Undertaking seminar class has an effect on students
performance.

b

In other words, we simply take out the word “positive”, which implies the
direction of our effect. In our example, making a two-tailed prediction may seem
strange, which would be a fair comment. After all, it would be logical to expect
that “extra” tuition (going to seminar classes as well as lectures) would either
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have a positive effect on students’ performance or no effect at all, but certainly
not a negative effect. Therefore, the two distributions would either be the same
or the seminar distribution would move higher up the scale. Nonetheless, there
are cases when we do not know what the effect might be. For example, rather
than using seminars in addition to teaching, Sarah could have used an untested,
experimental teaching method. Since this teaching method was experimental, we
may not be able to assume whether it would have a positive or negative effect on
students’ performance, or simply no effect at all.

Significance levels

Whilst we are close to being able to either accept or reject the null hypothesis
and if we reject it, either accept or reject the alternative hypothesis, rigour
requires that we first set the significance level for our study.

Statistical significance is about probability. It asks the question: What is the
probability that a score could have arisen by chance? In terms of our two
distributions, statistically analysing the differences in the distribution may, for
example, suggest that there are no differences in the two distributions; hence we
should accept the null hypothesis. However, how confident are we that there
really are no differences between the distributions?

Typically, if there was a 5% or less chance (5 times in 100 or less) that a score
from the focal distribution (the “seminar” distribution”) could not have come from
the comparison distribution (the “lectures only” distribution), we would accept the
null hypothesis. Alternately, if the chance was greater than 5% (6 times in 100 or
more) we would reject the null hypothesis. We do not reject the null hypothesis
because our statistical analysis did not show that the two distributions were the
same. We reject it because at a significance level of 0.05 (that is, 5% or less
chance) we could not be confident enough that this result did not simply happen
by chance.

Whilst there is relatively little justification why a significance level of 0.05 is used
rather than 0.04 or 0.10, for example, it is widely accepted in academic research.
However, if we want to be particularly confident in our results, we set a more
stringent level of 0.01 (a 1% chance or less; 1 in 100 chance or less).

Accepting or rejecting the null hypothesis

Therefore, let’s return finally to the question of whether we (a) reject or accept
the null hypothesis; and (b) if we reject the null hypothesis, do we accept the
alternative hypothesis.

If our statistical analysis shows that the two distributions are the same at the
significance level (either 0.05 or 0.01) that we have set, we simply accept the
null hypothesis. Alternatively, if the two distributions are different, we need to
either accept or reject the alternative hypothesis. This will depend on whether we
made a one- or two-tailed prediction (see below).
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Hypothesis Testing (cont...)

If we (a) made a one-tailed prediction, (b) predicted that our distribution (the
“seminar” distribution) moved in the correct direction (either up or down the
scale), and (c) the result was statistically significant at the level we selected
(either 0.05 or 0.01), then we accept the alternative hypothesis. If we were
wrong about either the direction of our prediction or the result was not
statistically significant at the selected level, then we reject the alternative
hypothesis.

Raject Null Hypothesis Accept Mull hypothesis Reject Mull Hypothesis
0.5% or 2.5% / '
Signiﬁtance lewel ! Hn-awn 0.5% or 2.5%
f Distribution \ Significance level

Students’ Marks

If we made a two-tailed prediction, this has a bearing on our significance level
because we are unsure in which direction our distribution (the “seminar”
distribution) will move (up or down). As a result, both ends of our distribution are
relevant. Allowing a 5% or less chance that a score from our distribution (the
“seminar” distribution”) came from the comparison distribution (the “lectures
only” distribution) would result in a 10% or less chance of making an error
because we have to add together the 5% or less significance level from both ends
of our distribution (see diagram A). Therefore, we can only allow at 2.5% chance
or less (0.025) that a score from our distribution came from the comparison
distribution (see diagram B), which added together would ensure that our overall
chance of making an error remained at the 0.05 significance level.

On this basis, if we (a) made a two-tailed prediction, and (b) the result was
statistically significant at the level we selected (either 0.025 or 0.005), then we
accept the alternative hypothesis, that “undertaking seminar class has an effect
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on students’ performance”, but we would also state the direction of the effect that
was indicated by our results. In other words, we would state that undertaking
seminar class has a “positive” effect on students’ performance.

Moving forward

Other key aspects of hypothesis testing include a discussion of normality,
selecting statistical tests, and running these statistical tests. These are discussed
in the statistical guide, Selecting Statistical Tests. However, we would
recommend that before you read this guide, you first read the guide on Sampling.

Types of Variable

151

All experiments examine some kind of variable(s). A variable is not only
something that we measure, but also something that we can manipulate and
something we can control for. To understand the characteristics of variables and
how we use them in research, this guide is divided into three main sections. First,
we illustrate the role of dependent and independent variables. Second, we discuss
the difference between experimental and non-experimental research. Finally, we
explain how variables can be characterised as either categorical or continuous.

Dependent and Independent Variables

An independent variable, sometimes called an experimental or predictor variable,
is a variable that is being manipulated in an experiment in order to observe the
effect on a dependent variable, sometimes called an outcome variable.

Imagine that a tutor asks 100 students to complete a maths test. The tutor wants
to know why some students perform better than others. Whilst the tutor does not
know the answer to this, she thinks that it might be because of two reasons: (1)
some students spend more time revising for their test; and (2) some students are
naturally more intelligent than others. As such, the tutor decides to investigate
the effect of revision time and intelligence on the test performance of the 100
students. The dependent and independent variables for the study are:

Dependent Variable: Test Mark (measured from 0 to 100)

Independent Variables: Revision time (measured in hours) Intelligence
(measured using IQ score)

The dependent variable is simply that, a variable that is dependent on an
independent variable(s). For example, in our case the test mark that a student
achieves is dependent on revision time and intelligence. Whilst revision time and
intelligence (the independent variables) may (or may not) cause a change in the
test mark (the dependent variable), the reverse is implausible; in other words,
whilst the number of hours a student spends revising and the higher a student's
IQ score may (or may not) change the test mark that a student achieves, a
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change in a student's test mark has no bearing on whether a student revises
more or is more intelligent (this simply doesn't make sense).

Therefore, the aim of the tutor's investigation is to examine whether these
independent variables - revision time and IQ - result in a change in the
dependent variable, the students' test scores. However, it is also worth noting
that whilst this is the main aim of the experiment, the tutor may also be
interested to know if the independent variables - revision time and IQ - are also
connected in some way.

In the section on experimental and non-experimental research that follows, we
find out a little more about the nature of independent and dependent variables.

Experimental and Non-Experimental Research

e Experimental research: In experimental research, the aim is to manipulate
an independent variable(s) and then examine the effect that this change
has on a dependent variable(s). Since it is possible to manipulate the
independent variable(s), experimental research has the advantage of
enabling a researcher to identify a cause and effect between variables. For
example, take our example of 100 students completing a maths exam
where the dependent variable was the exam mark (measured from 0 to
100) and the independent variables were revision time (measured in
hours) and intelligence (measured using IQ score). Here, it would be
possible to use an experimental design and manipulate the revision time of
the students. The tutor could divide the students into two groups, each
made up of 50 students. In "group one", the tutor could ask the students
not to do any revision. Alternately, "group two" could be asked to do 20
hours of revision in the two weeks prior to the test. The tutor could then
compare the marks that the students achieved.

e Non-experimental research: In non-experimental research, the researcher
does not manipulate the independent variable(s). This is not to say that it
is impossible to do so, but it will either be impractical or unethical to do so.
For example, a researcher may be interested in the effect of illegal,
recreational drug use (the dependent variable(s)) on certain types of
behaviour (the independent variable(s)). However, whilst possible, it would
be unethical to ask individuals to take illegal drugs in order to study what
effect this had on certain behaviours. As such, a researcher could ask both
drug and non-drug users to complete a questionnaire that had been
constructed to indicate the extent to which they exhibited certain
behaviours. Whilst it is not possible to identify the cause and effect
between the variables, we can still examine the association or relationship
between them.In addition to understanding the difference between
dependent and independent variables, and experimental and non-
experimental research, it is also important to understand the different
characteristics amongst variables. This is discussed next.

Categorical and Continuous Variables



Categorical variables are also known as discrete or qualitative variables.
Categorical variables can be further categorized as either nominal, ordinal or
dichotomous.

Nominal variables are variables that have two or more categories but
which do not have an intrinsic order. For example, a real estate agent
could classify their types of property into distinct categories such as
houses, condos, co-ops or bungalows. So "type of property" is a nominal
variable with 4 categories called houses, condos, co-ops and bungalows.
Of note, the different categories of a nominal variable can also be referred
to as groups or levels of the nominal variable. Another example of a
nominal variable would be classifying where people live in the USA by
state. In this case there will be many more levels of the nominal variable
(50 in fact).

Dichotomous variables are nominal variables which have only two
categories or levels. For example, if we were looking at gender, we would
most probably categorize somebody as either "male" or "female". This is
an example of a dichotomous variable (and also a nominal variable).
Another example might be if we asked a person if they owned a mobile
phone. Here, we may categorise mobile phone ownership as either "Yes"
or "No". In the real estate agent example, if type of property had been
classified as either residential or commercial then "type of property" would
be a dichotomous variable.

Ordinal variables are variables that have two or more categories just like
nominal variables only the categories can also be ordered or ranked. So if
you asked someone if they liked the policies of the Democratic Party and
they could answer either "Not very much", "They are OK" or "Yes, a lot"
then you have an ordinal variable. Why? Because you have 3 categories,
namely "Not very much", "They are OK" and "Yes, a lot" and you can rank
them from the most positive (Yes, a lot), to the middle response (They are
OK), to the least positive (Not very much). However, whilst we can rank
the levels, we cannot place a "value" to them; we cannot say that "They
are OK" is twice as positive as "Not very much" for example.

Continuous variables are also known as quantitative variables. Continuous
variables can be further categorized as either interval or ratio variables.

Interval variables are variables for which their central characteristic is that
they can be measured along a continuum and they have a numerical value
(for example, temperature measured in degrees Celsius or Fahrenheit). So
the difference between 20C and 30C is the same as 30C to 40C. However,
temperature measured in degrees Celsius or Fahrenheit is NOT a ratio
variable.

Ratio variables are interval variables but with the added condition that O
(zero) of the measurement indicates that there is none of that variable.
So, temperature measured in degrees Celsius or Fahrenheit is not a ratio



variable because 0C does not mean there is no temperature. However,
temperature measured in Kelvin is a ratio variable as 0 Kelvin (often called
absolute zero) indicates that there is no temperature whatsoever. Other
examples of ratio variables include height, mass, distance and many more.
The name "ratio" reflects the fact that you can use the ratio of
measurements. So, for example, a distance of ten metres is twice the
distance of 5 metres.

Ambiguities in classifying a type of variable

In some cases, the measurement scale for data is ordinal but the variable is
treated as continuous. For example, a Likert scale that contains five values -
strongly agree, agree, neither agree nor disagree, disagree, and strongly disagree
- is ordinal. However, where a Likert scale contains seven or more value -
strongly agree, moderately agree, agree, neither agree nor disagree, disagree,
moderately disagree, and strongly disagree - the underlying scale is sometimes
treated as continuous although where you should do this is a cause of great
dispute.

It is worth noting that how we categorise variables is somewhat of a choice.
Whilst we categorised gender as a dichotomous variable (you are either male or
female), social scientists may disagree with this, arguing that gender is a more
complex variable involving more than two distinctions, but also including
measurement levels like genderqueer, intersex, and transgender. At the same
time, some researchers would argue that a Likert scale, even with seven values,
should never be treated as a continuous variable.

How to do Normal Distributions Calculations
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This guide will show you how to calculate the probability (area under the curve)
of a standard normal distribution. It will first show you how to interpret a
Standard Normal Distribution Table. It will then show you how to calculate the:

e probability less than a z-value

e probability greater than a z-value
e probability between z-values

e probability outside two z-values.

We have a calculator that calculates probabilities based on z-values for all the
above situations. In addition, it also outputs all the working to get to the answer,
so you know the logic of how to calculate the answer. The calculator can be found
here.

How to Use the Standard Normal Distribution Table
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The most common form of standard normal distribution table that you see is a
table similar to the one below (click image to enlarge):

Z 0.00 0.01 0.02 0.03 0.04 0.05 0.06 i
0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239
0.1 0.5393 0.5438 0.5473 0.3517 0.5557 0.5596 0.5636
0.2 | 0.5793 0.,5832 0.5871 0.53910 0.5943 0.53987 0.6026
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406
0.4 | 0.6554 0.6591 0.6623 0.6664 0.6700 0.6736 0.6772
0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7058 0.7123
0.6 | 0.7257 0.7291 0.7324 0.7357 0.7389 0,742 0.7454
0.7 0.7580 0.7611 0.7642 0.76573 0.7704 0.7734 0.7784

0.8 | 0.7351 0.7910 0.7339 0.7967 0.7995 0.8023 0.8051
. -
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The standard normal distribution table provides the probability that a normally

distributed random variable Z, with mean equal to 0 and variance equal to 1, is
less than or equal to z. It does this for positive values of z only, i.e. z-values on
the right-hand side of the mean. What this means in practice is that if someone
asks you to find the probability of a value being less than a specific, positive z-

value, you can simply look that value up in the table. We call this area ®. Thus,
for this table, P(Z < a) = ®(a), where a is positive.

Diagrammatically, the probability of Z less than 'a' being ®(a), as determined
from the standard normal distribution table, is shown below:

D(a)

Probability less than a z-value

P(Z < -a)

As explained above, the standard normal distribution table only provides the
probability for values less than a positive z-value, i.e. z-values on the right-hand
side of the mean. So how do we calculate the probability below a negative z-value
(as illustrated below)?




We start by remembering that the standard normal distribution has a total area
(probability) equal to 1 and it is also symmetrical about the mean. Thus, we can
do the following to calculate negative z-values: we need to appreciate that the
area under the curve covered by P(Z > a) is the same as the probability less than
—-a {P(Z < -a)} as illustrated below:

d

Making this connection is very important as, from the standard normal
distribution table, we can calculate the probability less than 'a’, as 'a' is now a

positive value. Imposing P(Z < a) on the above graph is illustated below:

From the above illustration, and from our knowledge that the area under the
standard normal distribution is equal to 1, we can conclude that the two areas
add up to 1. We can, therefore, make the following statements:

D(a) + O(-a) =1

S D-a) =1-0(a)
Thus, we know that to find a value less than a negative z-value we use the
following equation:
D(-2) = 1 - D(a), e.g. O-1.43) =1—-D(1.43)
Probability greater than a z-value
P(Z > a)

The probability of P(Z > a) is: 1 - ®(a). To understand the reasoning behind this
look at the illustration below:



You know ®(a) and you know that the total area under the standard normal curve
is 1 so by mathematical deduction: P(Z > a) is: 1 - ®(a).

P(Z > —-a)

The probability of P(Z > —-a) is P(a), which is ®(a). To understand this we need to
appreciate the symmetry of the standard normal distribution curve. We are trying
to find out the area below:

Notice that this is the same size area as the area we are looking for, only we
already know this area, as we can get it straight from the standard normal
distribution table: it is P(Z < a). Therefore, the P(Z > -a) is P(Z < a), which is
d(a).

Probability between z-values

You are wanting to solve the following:

a b



The key requirement to solve the probability between z-values is to understand
that the probability between z-values is the difference between the probability of
the greatest z-value and the lowest z-value:

P@a<Z<b)=P(Z<b)-P(Z<a)

which is illustrated below:

P(la<Z<b)

The probability of P(a < Z < b) is calculated as follows.
First separate the terms as the difference between z-scores:
P(a<Z <b) =P(Z <b)-P(Z < a) (explained in the section above)

Then express these as their respective probabilities under the standard normal
distribution curve:

P(Z <b)-P(Z < a) = D(b) — D(a).
Therefore, P(a < Z <b) = O(b) — D(a), where a and b are positive.

P(—a<Z<b)

The probability of P(-a < Z < b) is illustrated below:

-d
First separate the terms as the difference between z-scores:
P(-a<Z<b)=P(Z<b)-P(Z< -a)

Then express these as their respective probabilities under the standard normal
distribution curve:

P(Z <b) - P(Z < —a) = O(b) — D(-a)

= Ob) — {1 — O(a)} P(Z < —a) explained above.
& P(-a<Z <b) = Ob) - {1 — D(a)}, where a is negative and b is positive.
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P(-a <Z < -b)

The probability of P(-a < Z < -b) is illustrated below:

-a -b

First separate the terms as the difference between z-scores:
PFa<Z<-b)=P(Z<-b)-P(Z< -a)

Then express these as their respective probabilities under the standard normal
distribution curve:

P(Z <b)—-P(Z <—a) = O(-b) — O(-a)
={1-0Db)} — {1 -D(a)} P(Z < —a) explained above.
=1-00b)-1+ D(a)

= @) - D(b)

The above calculations can also be seen clearly in the diagram below:

Notice that the reflection results in a and b "swapping positions".
Probability outside of a range of z-values

An illustration of this type of problem is found below:
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To solve these types of problems you simply need to work out each
separate area under the standard normal distribution curve and then add
the probabilities together. This will give you the total probability.

P(Z < —a) + P(Z > b) = D(-a) + {1 — O(b)} P(Z > b) explained above.

={1-0(@)} + {1 -O{b)} P(Z < —a) explained above.
=1-®@a) +1-D0(b)

=2-0(@) - 2(b)

When a and b are negative as illustrated below:

The total probability is:
P(Z <-a) + P(Z > -b) = ®(—a) + O(b)P(Z > —b) explained above.

= {1 -P(a)} + Ob)P(Z < —a) explained above.

=1+ Ob)—D(a)

When a and b are positive as illustrated below:

The total probability is:
P(Z <a)+ P(Z>b) = D) + {1 - DDb)}P(Z > b) explained above.

=1+ ®a) - Db)

Check out our calculator here to get some practice in!
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Histograms

9
What is a histogram?

A histogram is a plot that lets you discover, and show, the underlying frequency
distribution (shape) of a set of continuous data. This allows the inspection of the
data for its underlying distribution (e.g. normal distribution), outliers, skewness,
etc. An example of a histogram, and the raw data it was constructed from, is
shown below:
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36 25 38 46 55 68 72 55 36 38
67 45 22 48 91 46 52 61 58 55

How do you construct a histogram from a continuous variable?

To construct a histogram from a continuous variable you first need to split the
data into intervals, called bins. In the example above, age has been split into
bins, with each bin representing a 10-year period starting at 20 years. Each bin
contains the number of occurrences of scores in the data set that are contained
within that bin. For the above data set, the frequencies in each bin have been
tabulated along with the scores that contributed to the frequency in each bin (see
below):

Bin Frequency Scores Included in Bin
20-30 2 25,22
30-40 4 36,38,36,38
40-50 4 46,45,48,46
50-60 5 55,55,52,58,55
60-70 3 68,67,61
70-80 1 72
80-90 0 -
90-100 1 91
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Notice that, unlike a bar chart, there are no "gaps" between the bars (although
some bars might be "absent" reflecting no frequencies). This is because a
histogram represents a continuous data set, and as such, there are no gaps in the
data. (Although you will have to decide whether you round up or round down
scores on the boundaries of bins)

Choosing the correct bin width

There is no right or wrong answer as to how wide a bin should be, but there are
rules of thumb. You need to make sure that the bins are not too small or too
large. Consider the histogram we produced earlier (see above): the following
histograms use the same data but have either much smaller or larger bins, as
shown below:
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R I 1 0= 1 1 1
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Bins too small Bins too large

We can see from the histogram on the left, that the bin width is too small as it
shows too much individual data and does not allow the underlying pattern
(frequency distribution) of the data to be easily seen. At the other end of the
scale, is the diagram on the right, where the bins are too large and, again, we are
unable to find the underlying trend in the data.

Histograms are based on area not height of bars

In a histogram, it is the area of the bar that indicates the frequency of
occurrences for each bin. This means that the height of the bar does not
necessarily indicate how many occurrences of scores there were within each
individual bin. It is the product of height multiplied by the width of the bin that
indicates the frequency of occurrences within that bin. One of the reasons that
the height of the bars is often incorrectly assessed as indicating frequency and
not the area of the bar is due to the fact that a lot of histograms often have
equally spaced bars (bins) and, under these circumstances, the height of the bin
does reflect the frequency.

What is the difference between a bar chart and a histogram?

The major difference is that a histogram is only used to plot the frequency of
score occurrences in a continuous data set that has been divided into classes,



called bins. Bar charts, on the other hand, can be used for a great deal of other
types of variables including ordinal and nominal data sets.

Standard Score

59

The standard score (more commonly referred to as a z-score) is a very useful
statistic because (@) it allows us to calculate the probability of a score occurring
within our normal distribution and (b) it enables us to compare two scores that
are from different normal distributions. The standard score does this by
converting (in other words, standardizing) scores in a normal distribution to z-
scores in what becomes a standard normal distribution. To explain what this
means in simple terms, let's use an example (if needed, see our statistical guide,
Normal Distribution Calculations, for background information on normal
distribution calculations).

Setting the scene: Part 1

A tutor sets a piece of English Literature coursework for the 50 students in his
class. We make the assumption that when the scores are presented on a
histogram the data is found to be normally distributed. The mean score is 60 out
of 100 and the standard deviation (in other words, the variation in the scores) is
15 marks (see our statistical guides, Measures of Central Tendency and Standard
Deviation, for more information about the mean and standard deviation).

Having looked at the performance of the tutor's class, one student, Sarah, has
asked the tutor if, by scoring 70 out of 100, she has done well. Bearing in mind
that the mean score was 60 out of 100 and that Sarah scored 70, then at first
sight it may appear that since Sarah has scored 10 marks above the 'average'
mark, she has achieved one of the best marks. However, this does not take into
consideration the variation in scores amongst the 50 students (in other words,
the standard deviation). After all, if the standard deviation is 15, then there is a
reasonable amount of variation amongst the scores when compared with the
mean.

Whilst Sarah has still scored much higher than the mean score, she has not
necessarily achieved one of the best marks in her class. The question arises: How
well did Sarah perform in her English Literature coursework compared to the
other 50 students? Before answering this question, let us look at another
problem.

The tutor has a dilemma. In the next academic year, he must choose which of his
students have performed well enough to be entered into an advanced English
Literature class. He decides to use the coursework scores as an indicator of the
performance of his students. As such, he feels that only those students that are in
the top 10% of the class should be entered into the advanced English Literature
class. The question arises: Which students came in the top 10% of the class?
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Therefore, we are left with two questions to answer. First, how well did Sarah
perform in her English Literature coursework compared to the other 50 students?
Second, which students came in the top 10% of the class?

Whilst it is possible to calculate the answer to both of these questions using the
existing mean score and standard deviation, this is very complex. Therefore,
statisticians have come up with probability distributions, which are ways of
calculating the probability of a score occurring for a number of common
distributions, such as the normal distribution. In our case, we make the
assumption that the students' scores are normally distributed. As such, we can
use something called the standard normal distribution and its related z-
scores to answer these questions much more easily.

Standard Normal Distribution and Standard Score (z-score)

When a frequency distribution is normally distributed we can find out the
probability of a score occurring by standardising the scores, known as standard
scores (or z scores). The standard normal distribution simply converts the group
of data in our frequency distribution such that the mean is 0 and the standard
deviation is 1 (see below).
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Standard Score (cont...)
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Z-scores are expressed in terms of standard deviations from their means.
Resultantly, these z-scores have a distribution with a mean of 0 and a standard
deviation of 1. The formula for calculating the standard score is given below.

Calculating the Standard Score (Z-5core)

TERMS:

Y = mean {pronounced 'mu’}

T ¥ = score

7 = standard deviztion {pronounced sigma’)

X-p

Standard Scorg, 2 =
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As the formula shows, the standard score is simply the score, minus the mean
score, divided by the standard deviation. Therefore, let's return to our two
questions.

1. How well did Sarah perform in her English Literature coursework
compared to the other 50 students?

To answer this question, we can re-phrase it as: What percentage (or number) of
students scored higher than Sarah and what percentage (or number) of students
scored lower than Sarah? First, let's reiterate that Sarah scored 70 out of 100,
the mean score was 60, and the standard deviation was 15 (see below).

Score Mean Star!d‘%rd
Deviation
(X) H S
English Literature 70 60 15
In terms of z-scores, this gives us:
Standard Seare, 2= M o 79780 _ 10 _ 46667
o 15 15

The z-score is 0.67 (to 2 decimal places), but now we need to work out the
percentage (or number) of students that scored higher and lower than Sarah. To
do this, we need to refer to the standard normal distribution table.

This table helps us to identify the probability that a score is greater or less than
our z-score score. To use the table, which is easier than it might look at first
sight, we start with our z-score, 0.67 (if our z-score had more than two decimal
places, for example, ours was 0.6667, we would round it up or down accordingly;
hence, 0.6667 would become 0.67). The y-axis in the table highlights the first
two digits of our z-score and the x-axis the second decimal place. Therefore, we
start with the y-axis, finding 0.6, and then move along the x-axis until we find
0.07, before finally reading off the appropriate number, in this case, 0.2514. This
means that the probability of a score being greater than 0.67 is 0.2514. If we
look at this as a percentage, we simply times the score by 100; hence 0.2514 x
100 = 25.14%. In other words, around 25% of the class got a better mark than
Sarah (roughly 25 students since there is no such thing as part of a student!).

Going back to our question, "How well did Sarah perform in her English Literature
coursework compared to the other 50 students?”, then clearly we can see that
Sarah did better than a large proportion of students, with 74.86% of the class
scoring lower than her (100% - 25.14% = 74.86%). We can also see how well
she performed relative to the mean score by subtracting her score from the mean
(0.5 - 0.2514 = 0.2486), Hence, 24.86% of the scores (0.2486 x 100 =
24.86%) were lower than Sarah's but above the mean score. However, the key
finding is that Sarah's score was not one of the best marks. It wasn't even in the
top 10% of scores in the class, even though at first sight we may have expected
it to be. This leads us onto the second question.



2. Which students came in the top 10% of the class?

A better way of phrasing this would be to ask: What mark would a student have
to achieve to be in the top 10% of the class and qualify for the advanced English
Literature class?

Standard Score (cont...)
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To answer this question, we need to find the mark (which we call "X") on our
frequency distribution that reflects the top 10% of marks. Since the mean score
was 60 out of 100, we immediately know that the mark will be greater than 60.
After all, if we refer to our frequency distribution below, we are interested in the
area to the right of the mean score of 60 that reflects the top 10% of marks
(shaded in red). As a decimal, the top 10% of marks would be those marks above
0.9 (thatis, 100% - 90% = 10% or 1 - 0.9 = 0.1).

= 60 X=09

First, we should convert our frequency distribution into a standard normal
distribution as discussed in the opening paragraphs of this guide. As such, our
mean score of 60 becomes 0 and the score (X) we are looking for, 0.9, becomes
our z-score, which is currently unknown. Note the changes to the labelling of the
X-axXis.

p=10 =7

The next step involves finding out the value for our z-score. To do this, we refer
back to the standard normal distribution table.

In answering the first question in this guide, we already knew the z-score, 0.67,
which we used to find the appropriate percentage (or number) of students that
scored higher than Sarah, 0.2514 (that is, 25.14% or roughly 25 students
achieve a higher mark than Sarah). Using the z-score, 0.67, and the y-axis and
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x-axis of the standard normal distribution table, this guided us to the appropriate
value, 0.2514. In this case, we need to do the exact reverse to find our z-score.

We know the percentage we are trying to find, the top 10% of students,
corresponds to 0.9. As such, we first need to find the value 0.9 in standard
normal distribution table. When looking at the table, you may notice that the
closest value to 0.9 is 0.8997. If we take the 0.8997 value as our starting point
and then follow this row across to the left, we are presented with the first part of
the z-score. You will notice that the value on the y-axis for 0.8997 is 1.2. We now
need to do the same for the x-axis, using the 0.8997 value as our starting point
and following the column up. This time, the value on the x-axis for 0.8997 is
0.08. This forms the second part of the z-score. Putting these two values
together, the z-score for 0.8997 is 1.28 (thatis, 1.2 + 0.08 = 1.28).

There is only one problem with this z-score; that is, it is based on a value of
0.8997 rather than the 0.9 value we are interested in. This is one of the
difficulties of refer to the standard normal distribution table because it cannot
give every possible z-score value (that we require a quite enormous table!).
Therefore, you can either take the closest two values, 0.8997 and 0.9015, to your
desired value, 0.9, which reflect the z-scores of 1.28 and 1.29, and then calculate
the exact value of "z" for 0.9, or you can use a z-score calculator. If we use a z-
score calculator, our value of 0.9 corresponds with a z-score of 1.282. In other
words, P (z> 1.282) = 0.1.

p=0 r=1.282

Now that we have the key information (that is, the mean score, 4, the standard
deviation, s, and z-score, z) we can answer our question directly, namely: What
mark would a student have to achieve to be in the top 10% of the class and
qualify for the advanced English Literature class? First, let us reiterate the facts:

Standard
Score Mean - Z-score
Deviation
(X) H s z
? 60 15 1.282

To find out the relevant score, we apply the following formula:



_ X-60

(2) P(z=>1282)=0.1

9y X-60
15

(4) % =1.282x15+ &0

= 1.282

(5) X=79.23

Therefore, students that scored above 79.23 marks out of 100 came in the top
10% of the English Literature class, qualifying for the advanced English Literature
class as a result.

Setting the Scene: Part |1

Clearly, the z-score statistic is helpful in highlighting how Sarah performed in her
English Literature coursework and what mark a student would have to achieve to
be in the top 10% of the class and qualify for the advanced English Literature
class. However, we have only been talking about one distribution here, namely
the distribution of scores amongst 50 students that completed a piece of English
Literature coursework. What if Sarah wanted to compare how well she performed
in her Maths coursework compared with her English Literature coursework?

In this case, Sarah achieved a higher mark in her Maths coursework, 72 out of
100. However, as we have already learnt, just because her Maths score (72) is
higher than her English Literature score (70), we shouldn't assume that she
performed better in her Maths coursework compared to her English Literature
coursework. The question therefore arises: How well did Sarah perform in her
Maths coursework compared to her English Literature coursework?

Standard Score (cont...)
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Clearly, the two scores (her English Literature and Maths coursework marks)
come from different distributions. The distribution of 50 students that completed
the English Literature coursework has a mean of 60 and standard deviation of 15.
The distribution of 50 students that completed the Maths coursework, on the
other hand, has a mean of 68 and a standard deviation of 6. This gives us the
following:

Score Mean Staqda}rd
Deviation
(X) M S
English Literature 70 60 15
Maths 72 68 6

Since these scores are from two different distributions, we need to standardise
them into z-scores so that they can be directly compared. This gives us:
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x - i
English Literature z = = = 0.67

Maths z= = = 0.67

The z-scores highlight that the student is two thirds (z = 0.67) of a standard
deviation above the mean in English Literature, but also two thirds (z = 0.67) of a
standard deviation above the mean in Maths. Using the standard normal
distribution table, we can see that Sarah clearly performed above 'average' in
both subjects although again, around 25% of the class got a better mark than
her. However, the key point her is that the standard score showed that Sarah
performed equally well in her English Literature and Maths coursework, even
though her marks were different in both pieces. This shows the usefulness of the
standard score statistic.

In the following statistical guide, Hypothesis Testing, we start to set out some of
the key aspects of quantitative research.

Statistical Tests
Independent T-Test for Two Samples

42
Introduction

The independent t-test, also called the two sample t-test or student's t-test is an
inferential statistical test that determines whether there is a statistically
significant difference between the means in two unrelated groups.

Hypothesis for the independent t-test

The null hypothesis for the independent t-test is that the population means from
the two unrelated groups are equal:

Ho: Uy = uy

In most cases, we are looking to see if we can show that we can reject the null
hypothesis and accept the alternative hypothesis, which is that the population
means are not equal:

HA: Uy # Uy

To do this we need to set a significance level (alpha) that allows us to either
reject or accept the alternative hypothesis. Most commonly, this value is set at
0.05.

What do you need to run an independent t-test?

In order to run an independent t-test you need the following:

¢ One independent, categorical variable that has two levels.
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e One dependent variable

Unrelated groups

Unrelated groups, also called unpaired groups or independent groups, are groups
in which the cases in each group are different. Often we are investigating
differences in individuals, which means that when comparing two groups, an
individual in one group cannot also be a member of the other group and vice
versa. An example would be gender - an individual would have to be classified as
either male or female - not both.

Assumption of normality of the dependent variable

The independent t-test requires that the dependent variable is approximately
normally distributed within each group. We can test for this using a multitude of
tests but the Shapiro-Wilks Test or a graphical method, such as a Q-Q Plot, are
very common. You can run these tests using SPSS, the procedure for which can
be found in our Testing for Normality guide. However, the t-test is described as a
robust test with respect to the assumption of normality. This means that even
deviations away from normality do not have a large influence on Type I error
rates. The exception to this is if the difference in the size of the groups is greater
than 1.5 (largest compared to smallest).

What to do when you violate the normality assumption

If you find that either one or both of your group's data is not approximately
normally distributed and groups sizes differ greatly then you have two options:
(1) transform your data so that the data becomes normally distributed (to do this
in SPSS see our guide on Transforming Data), or (2) run the Mann-Whitney U
Test which is a non-parametric test that does not require the assumption of
normality (to run this test in SPSS see our guide on the Mann-Whitney U Test).

Assumption of Homogeneity of Variance

The independent t-test assumes the variances of the two groups you are
measuring to be equal. If your variances are unequal then this can affect the
Type I error rate. The assumption of homogeneity of variance can be tested using
Levene's Test of Equality of Variances, which is produced in SPSS when running
the independent t-test. If you have run Levene's Test of Equality of Variances, in
SPSS or by another means, then you will get a result similar to that below:

Levene's Testfor Equality F A4
of Wariances ]
Sin. AT4

This test for homogeneity of variance provides an F statistic and a significance
value (P-value). We are primarily concerned with the significance level - if it is
greater than 0.05 then our group variances can be treated as equal. However, if P
< 0.05, then we have unequal variances and we have violated the assumption of
homogeneity of variance.

Overcoming a Violation of the Assumption of Homogeneity of Variance
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If the Levene's Test for Equality of Variances is statistically significant and,
therefore, indicates unequal variances, we can correct for this violation by not
using the pooled estimate for the error term for the t-statistic and also making
adjustments to the degrees of freedom using the Welch-Satterthwaite method. In
all reality, you will probably never have heard of these adjustments as SPSS
hides this information and simply labels the two options as "Equal variances
assumed" and "Equal variances not assumed" without explicitly stating the
underlying tests used. However, you can see the evidence of these tests as
below:

Equal Equal
variances variances not
assumed assumed

Levene's Test for Equality F 23636
ofVariances )
Sig. 000
ttest for Equality of 1 2516 2,233
[
Bans df 16 7.001
Sig. (2-tailed) 023 061

From the result of Levene's Test for Equality of Variances we can reject the null
hypothesis that there is no difference in the variances between the groups and
accept the alternative hypothesis that there is a significant difference in the
variances between groups. The effect of not being able to assume equal variances
is evident in the final column of the above figure where we see a reduction in the
value of the t-statistic and a large reduction in the degrees of freedom (df). This
has the effect of increasing the P-value above the critical significance level of
0.05. In this case, we therefore do not accept the alternative hypothesis and
accept that there are no statistically significant differences between means. This
would not have been our conclusion had we not tested for homogeneity of
variances.

Reporting the Result of an Independent T-Test

When reporting the result of an independent t-test, you need to include the t-
statistic value, the degrees of freedom (df) and the significance value of the test
(P-value). The format of the test result is: t(df) = t-statistic, P = significance
value. For the example above you could, therefore, report the result as £(7.001)
= 2.233, P = 0.061.

Fully Reporting Your Results

In order to provide enough information for readers to fully understand the results
when you have run an independent t-test you should include the result of
normality tests, Levene's Equality of Variances test, the two group means and
standard deviations, the actual t-test result and the direction of the difference (if
any). In addition, you might also wish to include the difference between the
groups along with the 95% confidence intervals. For example:

Inspection of Q-Q Plots revealed that cholesterol concentration was normally
distributed for both groups and that there was homogeneity of variance as
assessed by Levene's Test for Equality of Variances. Therefore, an independent t-



test was run on the data as well as 95% confidence intervals (CI) for the mean
difference. It was found that after the two interventions, cholesterol
concentrations in the dietary group (6.15 £ 0.52 mmol/L) were significantly
higher than the exercise group (5.80 £ 0.38 mmol/L) (£(38) = 2.470, P = 0.018)
with a difference of 0.35 (95% CI, 0.06 to 0.64) mmol/L.

Dependent T-Test for Paired Samples

17
What does this test do?

The dependent t-test (also called the paired t-test or paired-samples t-test)
compares the means of two related groups to detect whether there are any
statistically significant differences between these means.

If you wish to learn how to calculate the dependent t-test then we have a
dependent t-test calculator that also generates all the working involved in getting
to the answer. The calculator can be found here.

What variables do you need for a dependent t-test?

You need one dependent variable that is measured on an interval or ratio scale
(see our Types of Variable guide if you need clarification). You also need one
categorical variable that has only two related groups.

What is meant by "related groups"?

A dependent t-test is an example of a "within-subjects" or "repeated-measures"
statistical test. This indicates that the same subjects are tested more than once.
Thus, in the dependent t-test, "related groups" indicates that the same subjects
are present in both groups. The reason that it is possible to have the same
subjects in each group is because each subject has been measured on two
occasions on the same dependent variable. For example, you might have
measured 10 individuals' (subjects') performance in a spelling test (the
dependent variable) before and after they underwent a new form of computerised
teaching method to improve spelling. You would like to know if the computer
training improved their spelling performance. Here, we can use a dependent t-
test as we have two related groups. The first related group consists of the
subjects at the beginning (prior to) the computerised spell training and the
second related group consists of the same subjects but now at the end of the
computerised training.

Does the dependent t-test test for “changes™ or "differences" between related
groups?

The dependent t-test can be used to test either a "change" or a "difference" in
means between two related groups but not both at the same time. Whether you
are measuring a "change" or "difference" between the means of the two related
groups depends on your study design. The two types of study design are
indicated in the following diagrams.
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How do you detect differences between experimental conditions using the
dependent t-test?

The dependent t-test can look for "differences" between means when subjects are
measured on the same dependent variable under two different conditions. For
example, you might have tested subjects' eyesight (dependent variable) when
wearing two different types of spectacle (independent variable). See the diagram
below for a general schematic of this design approach (click the image to
enlarge):
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Dependent T-Test for Paired Samples (cont...)

2
How do you detect changes in time using the dependent t-test?

The dependent t-test can also look for "changes" between means when the
subjects are measured on the same dependent variable but at two time points. A
common use of this is in a pre-post study design. In this type of experiment we
measure subjects at the beginning and at the end of some intervention, e.g. an
exercise-training programme or business-skills course. A general schematic is
provided below (click image to enlarge):
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How else might you use the dependent t-test?

You can also use the dependent t-test to study more complex study designs
although it is not normally recommended. The most common, more complex
study design where you might use the dependent t-test is where you have a
crossover design with two different interventions that are both performed by the
same subjects. One example of this design is where you have one of the
interventions act as a control. For example, you might want to investigate
whether a course of diet counselling can help people lose weight. To study this
you could simply measure subjects' weight before and after the diet counselling
course for any changes in weight using a dependent t-test. However, to improve
the study design you also include want to include a control trial. During this
control trial, the subjects could either receive "normal" counselling or do nothing
at all or something else you deem appropriate. In order to assess this study using
a dependent t-test you would use the same subjects for the control trial as the
diet counselling trial. You then measure the differences between the interventions
at the end, and only at the end, of the two interventions. Remember, however,
that this is unlikely to be the preferred statistical analysis for this study design.

What are the assumptions of the dependent t-test?

The types of variable needed for the dependent t-test have already been
discussed earlier in this guide. In addition, the distribution of the differences
between the scores of the two related groups needs to be normally distributed.
We do this by simply subtracting each individuals' score in one group from their
score in the other related group and then testing for normality in the normal way
(see our guide on how to test for normality in SPSS here). It is important to note
that the two related groups do not need to be normally distributed themselves -
just the differences between the groups.



Go to the last page of our guide here.

Dependent T-Test for Paired Samples (cont...)

3
What hypothesis is being tested?

The dependent t-test is testing the null hypothesis that there are no differences
between the means of the two related groups. If we get a significant result then
we can reject the null hypothesis that there are no significant differences between
the means and accept the alternative hypothesis that there are statistically
significant differences between the means. We can express this as follows:

Ho: M1 = M2

Hai Hi # M2
What is the advantage of a dependent t-test over an independent t-test?

Before we answer this question, we need to point out that you cannot choose one
test over the other unless your study design allows it. What we are discussing
here is whether it is advantageous to design a study that uses one set of subjects
whom are measured twice or two separate groups of subjects measured once
each. The major advantage of choosing a repeated-measures design (and
therefore running a dependent t-test) is that you get to eliminate the individual
differences that occur between subjects - the concept that no two people are the
same - and this increases the power of the test. What this means is that you are
more likely to detect any significant differences, if they do exist, using the
dependent t-test versus the independent t-test.

Can the dependent t-test be used to compare different subjects?

Yes, but this does not happen very often. You can use the dependent t-test
instead of using the usual independent t-test when each subject in one of the
independent groups is closely related to another subject in the other group on
many individual characteristics. This approach is called a "matched-pairs" design.
The reason we might want to do this is that the major advantage of running a
within-subject (repeated-measures) design is that you get to eliminate between-
groups variation from the equation (each individual is unique and will react
slightly differently than someone else), thereby increasing the power of the test.
Hence, the reason why we use the same subjects - we expect them to react in
the same way as they are, after all, the same person. The most obvious case of
when a "matched-pairs" design might be implemented is when using identical
twins. Effectively you are choosing parameters to match your subjects on which
you believe will result in each pair of subjects reacting in a similar way.

How do I report the result of a dependent t-test?

You need to report the test as follows:
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5
\

\ "
\‘ v
t(19) = -4.773, P< 0.0005
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where df is N - 1, where N = number of subjects.
Should I report confidence levels?

Confidence intervals (CI) are a useful statistic to include as they indicate the
direction and size of a result. It is common to report 95% confidence intervals,
which you will most often see reported as 95% CI. Programmes such as SPSS will
automatically calculate these confidence intervals for you otherwise you need to
calculate them by hand. You will want to report the mean and 95% confidence
levels for the differences between the two related groups.

If you wish to run a dependent t-test in SPSS then you can find out how to do
this in our guide here.

One-way ANOVA

35
What is this test for?

The one-way analysis of variance (ANOVA) is used to determine whether there
are any significant differences between the means of three or more independent
(unrelated) groups. This guide will provide a brief introduction to the one-way
ANOVA including the assumptions of the test and when you should use this test.
If you are familiar with the one-way ANOVA then you can skip this guide and go
straight to how to run this test in SPSS by clicking here.

What does this test do?

The one-way ANOVA compares the means between the groups you are interested
in and determines whether any of those means are significantly different from
each other. Specifically, it tests the null hypothesis:

Hoipy =y = piz == Iy,

where y = group mean and k = number of groups. If, however, the one-way
ANOVA returns a significant result then we accept the alternative hypothesis (H,),
which is that there are at least 2 group means that are significantly different from
each other.

At this point, it is important to realise that the one-way ANOVA is an omnibus test
statistic and cannot tell you which specific groups were significantly different from
each other, only that at least two groups were. To determine which specific
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groups differed from each other you need to use a post-hoc test. Post-hoc tests
are described later in this guide.

When might you need to use this test?

If you are dealing with individuals, you are likely to encounter this situation using
two different types of study design:

One study design is to recruit a group of individuals and then randomly split this
group into 3 or more smaller groups, i.e. each subject is allocated to one, and
only one, group. You then get each group to undertake different tasks (or put
them under different conditions) and measure the outcome/response on the same
dependent variable. For example, a researcher wishes to know whether different
pacing strategies affect the time to complete a marathon. The researcher
randomly assigns a group of volunteers to either a group that (a) starts slow and
then increases their speed, (b) starts fast and slows down or (c) runs at a steady
pace throughout. The time to complete the marathon is the outcome (dependent)
variable. This study design is illustrated schematically in the Figure below:
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When you might use this test is continued on the next page.

One-way ANOVA (cont...)

When might you need to use this test? (cont...)

A second study design is to recruit a group of individuals and then split them into
groups based on some independent variable. Again, each individual will be
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assigned to one group only. This independent variable is sometimes called an
attribute independent variable because you are splitting the group based on some
attribute that they possess, e.g. their level of education; every individual has a
level of education, even if it is "none". Each group is then measured on the same
dependent variable having undergone the same task or condition (or none at all).
For example, a researcher is interested in determining whether there are
differences in leg strength between amateur, semi-professional and professional
rugby players. The force/strength measured on an isokinetic machine is the
dependent variable. This type of study design is illustrated schematically in the
Figure below:
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Why not compare groups with multiple t-tests?
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Every time you conduct a t-test there is a chance that you will make a Type 1
error. An ANOVA controls for these errors so that the Type 1 error remains at 5%
and you can be more confident that any significant result you find is not just
down to chance. See our guide on hypothesis testing for more information on
Type I errors.

What assumptions does the test make?

There are three main assumptions, listed here:

1. The dependent variable is normally distributed in each group that is being
compared in the one-way ANOVA. So, for example, if we were comparing
three groups; amateur, semi-professional and professional rugby players;
on their leg strength, then their leg strength values (dependent variable)
would have to be normally distributed for the amateur group of players,
normally distributed for the semi-professionals and normally distributed for



the professional players. You can test for normality in SPSS (see our guide
here).

2. There is homogeneity of variances. This means that the population
variances in each group are equal. If you use SPSS, Levene's Test for
Homogeneity of Variances is included in the output when you run a one-
way ANOVA in SPSS (see our One-way ANOVA using SPSS guide).

3. This is a study design issue that you will so you will heed to examine your
study design to determine whether this could have occurred.

One-way ANOVA (cont...)

What happens if my data fail these assumptions?

Firstly, don't panic! The first two of these assumptions are easily fixable, even if
the last assumption is not. Lets go through the options as above:

1. The one-way ANOVA is considered a robust test against the normality
assumption. This means that it tolerates violations to its normality
assumption rather well. As regards the normality of group data, the one-
way ANOVA can tolerate data that is non-normal (skewed or kurtotic
distributions) with only a small effect on the Type I error rate. However,
platykurtosis can have a profound effect when your group sizes are small.
This leaves you with two options: (1) transform your data using various
algorithms so that the shape of your distributions become normally
distributed (see our normality guide here) or (2) choose the non-
parametric Kruskal-Wallis H Test which does not require the assumption of
normality (read our guide on this test here).

2. There are two tests that you can run that are applicable when the
assumption of homogeneity of variances has been violated: (1) Welch or
(2) Brown and Forsythe test. Alternatively, you could run a Kruskal-Wallis
H Test. For most situations it has been shown that the Welsh test is best.
Both the Welch and Brown and Forsythe tests are available in SPSS (see
our One-way ANOVA using SPSS guide).

3. A lack of independence of cases has been stated as the most important
assumptions to fail. Often, there is little you can do that offers a good
solution to this problem. A full explanation of this problem and all
assumptions mentioned here, including numerical explanations, are
provided in Intermediate Statistics: A Modern Approach by Dr James
Stevens.

How do I run a one-way ANOVA?

There are numerous ways to run a one-way ANOVA, however, we provide a
comprehensive, step-by-step guide on how to do this using SPSS.

How do | report the results of a one-way ANOVA?

You will have calculated the following results or obtained them from SPSS:
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Structure of results:

Source SS df MS F Sig.
Between SSh k-1 MSy MSp/MS,,  p value
Within SSw N-k MSy

Total SSp+SSy N-1

An example:

Source SS df MS F Sig.
Between 91.476 2 45.733 4.467 021
Within 276.400 27 10.237

Total 367.867 29

You will want to report this as follows:

There was a statistically significant difference between groups as determined by
one-way ANOVA (F(2,27) = 4.467, P = .021). This is all you will need to write for
the one-way ANOVA per se. However, in reality you will want probably also want
to report means x SD for your groups as well as follow-up a significant result
with post-hoc tests. If you use SPSS then these descriptive statistics will be
reported in the output along with the result from the one-way ANOVA. The
general form of writing the result of a one-way ANOVA is as follows:

dfbmﬁn_____h\ — F ratio
h s
Fé,z'}'] =4.456, p=.01+—_
F. r
F statistic — N . -
statistc ~_df,, P value

where df = degrees of freedom.

It is very important that you do not report the result as "significant difference"
but that you report it as "statistically significant difference". This is because your
decision as to whether the result is significant or not should not be based solely
on your statistical test. Therefore, to indicate to readers that this "significance" is
a statistical one, include this is your sentence.

Find out what else you have to do when you have a significant or a not-significant
ANOVA result on the next page.

One-way ANOVA (cont...)

12
My p-value is greater than 0.05, what do | do now?

Report the result of the one-way ANOVA, e.g. "there were no statistically
significant differences between group means as determined by one-way ANOVA
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(F(2,27) = 1.397, P = .15)". Not achieving a statistically significant result does
not mean you should not report group means +/- SD also. However, running
post-hoc tests is not warranted and should not be carried out.

My p-value is less than 0.05, what do | do now?

Firstly, you need to report your results as highlighted in the "How do I report the
results?" section above. You then need to follow-up the one-way ANOVA by
running post-hoc tests.

Homogeneity of variances was violated; how to continue?

You need to perform the same procedures as in the above three sections but add
into your results section that this assumption was violated and you needed to run
a Welch F test.

What are post-hoc tests?

Recall from earlier that the ANOVA test tells you whether you have an overall
difference between your groups but it does not tell you which specific groups
differed - post-hoc tests do. Because post-hoc tests are run to confirm where the
differences occurred between groups, they should, therefore, only be run when
you have a shown an overall significant difference in group means (i.e. a
significant one-way ANOVA result). Post-hoc tests attempt to control the
experimentwise error rate usually alpha = 0.05) in the same manner that the
one-way ANOVA is used instead of multiple t-tests. Post-hoc tests are termed a
posteriori tests - that is, performed after the event (the event in this case being a
study).

Which post-hoc test should | use?

There are a great number of different post-hoc tests that you can use, however,
you should only run one post-hoc test - do not run multiple post-hoc tests. For a
one-way ANOVA, you will probably find that just one of four tests need to be
considered. If your data meet the assumption of homogeneity of variances then
either use the Tukey's honestly significant difference (HSD) or Scheffé post-hoc
tests. Often, Tukey's HSD test is recommended by statisticians as it is not as
conservative as the Scheffe test (which means that you are more likely to detect
differences if they exist with Tukey's HSD test). Note that if you use SPSS,
Tukey's HSD test is simply referred to as "Tukey" in the post-hoc multiple
comparisons dialogue box). If your data did not meet the homogeneity of
variances assumption then you should consider running either the Games Howell
or Dunnett's C post-hoc test. The Games Howell test is generally recommended.

How should I graphically present my results?

First off, it is not essential that you present your results in a graphical form.
However, it can add a lot of clarity to your results. There are a few key points to
producing a good graph. Firstly, you need to present error bars for each group
mean. It is customary to use the standard deviation of each group but standard
error and confidence limits are also used in the literature. You should also make
sure that the scale is appropriate for what you are measuring. These points and



more are discussed in our guide on selecting an appropriate graph (guide here).
Generally, if graphically presenting data from an ANOVA, we recommend using a
bar chart with standard deviation bars.

What to do now?

Now that you understand the one-way ANOVA, go to our guide on how to run the
test in SPSS here.

Repeated Measures ANOVA

50
Introduction

Repeated measures ANOVA is the equivalent of the one-way ANOVA but for
related not independent groups and is the extension of the dependent t-test. A
Repeated Measures ANOVA is also referred to as a within-subjects ANOVA or
ANOVA for correlated samples. All these names imply the nature of the Repeated
Measures ANOVA, that of a test to detect any overall differences between related
means. There are many complex designs that can make use of repeated
measures but, throughout this guide, we will be referring to the most simple
case, that of a one-way Repeated Measures ANOVA. This particular test requires
one independent variable and one dependent variable. The dependent variable
needs to be continuous (interval or ratio) and the independent variable
categorical (either nominal or ordinal).

When to use a Repeated Measures ANOVA

We can analysis data using a Repeated Measures ANOVA for two types of study
design. Studies that investigate either (1) changes in mean scores over three or
more time points, or (2) differences in mean scores under three or more different
conditions. For example, for (1), you might be investigating the effect of a 6-
month exercise training programme on blood pressure and want to measure
blood pressure at 3 separate time points: pre-, midway and post-exercise
intervention, which would allow you to develop a time-course for any exercise
effect. For (2), you might get the same subjects to eat different types of cake
(chocolate, caramel, and lemon) and rate each one for taste, rather than having
different people flavour each different cake. The important point with these two
study designs is that the same people are being measured more than once on the
same dependent variable, hence, why it is called repeated measures.

In Repeated Measures ANOVA, the independent variable has categories called
levels or related groups. Where measurements are repeated over time, such as
when measuring changes in blood pressure due to an exercise-training
programme, the independent variable is time. Each level (or related group) is
a specific time point. Hence, for the exercise-training study, there would be three
time points and each time-point is a level of the independent variable (a
schematic of a time-course repeated measures design is shown below):
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Where measurements are made under different conditions, the conditions are the
levels (or related groups) of the independent variable, e.g. type of cake is the
independent variable with chocolate, caramel, and lemon cake as the levels of the
independent variable (a schematic of a different-conditions repeated measures
design is shown below). It should be noted that often the levels of the
independent variable are not referred to as conditions but treatments. Which
one you want to use is up to you, there is no right or wrong naming convention.
You will also see the independent variable more commonly referred to as the
within-subjects factor.
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The above two schematics have shown an example of each type of Repeated
Measures ANOVA design, but you will also often see these designs expressed in
tabular form, such as shown below:

Time/Condition
Subjects T1 T2 T3
51 51 51 51
S2 52 Sa2 S2
S3 53 S3 S3
S4 Sa Sa S4
S5 Sc Sc S5
S S Sg Sg

This particular table describes a study with six subjects (S; to Sg) performing
under three conditions or at three time points (T; to Ts). As highlighted earlier,
the within-subjects factor could also have been labelled "treatment"” instead of
"time/condition". They all relate to the same thing: subjects undergoing repeated
measurements at either different time points or under different
conditions/treatments.

Hypothesis for Repeated Measures ANOVA



The Repeated Measures ANOVA tests for whether there are any differences
between related population means. The null hypothesis (H,) states that the
means are equal:

Ho: py =2 =3z = ... = g

where y = population mean and k = number of related groups. The alternative
hypothesis (HA) states that the related population means are not equal (at least
one mean is different to another mean):

H,: at least two means are significantly different

For our exercise-training example, the null hypothesis (HO) is that mean blood
pressure is the same at all time points (pre-, 3 months, and 6 months). The
alternative hypothesis is that mean blood pressure is significantly different at one
or more time points. A Repeated Measures ANOVA will not inform you of where
the differences between groups lie as it is an omnibus statistical test. The same
would be true if you were investigating different conditions or treatments rather
than time points, as used in this example. If your Repeated Measures ANOVA is
statistically significant then you can run post-hoc tests that can highlight exactly
where these differences occur. How to run appropriate post-hoc tests for a
Repeated Measures ANOVA is SPSS can be found (here).

Logic of the Repeated Measures ANOVA

The logic behind a Repeated Measures ANOVA is very similar to that of a
between-subjects ANOVA. Recall that a between-subjects ANOVA partitions total
variability into between-groups variability (SS,) and within-groups variability
(SSy), as shown below:

SS,
Total Variability Ervor (SS,,,,,)

[ / % ! e ' Independent-Samples
[ ol / ANOVA

K
Between-Groups Variability Within-Groups Variability (one-way)
SS, SS,,

In this design, within-group variability (SS,,) is defined as the error variability

(SSerror). Following division by the appropriate degrees of freedom, a mean sum

of squares for between-groups (MS,) and within-groups (MS,,) is determined and

an F-statistic is calculated as the ratio of MS,, to MS,, (or MS¢.or), as shown below:
M5, MS,

Independent ANOVA: F= =
M5 MS

W

erraor

A Repeated Measures ANOVA calculates an F-statistic in a similar way:
Ms

conditions

Repeated Measures ANOVA: F= S

arraor
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The advantage of a Repeated Measures ANOVA is that whereas within-group
variability (SS,,) expresses the error variability (SSeror) in an independent
(between-subjects) ANOVA, a Repeated Measures ANOVA can further partition
this error term, reducing its size, as is illustrated below:
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___________________________ Y
This has the effect of increasing the value of the F-statistic due to the reduction of
the denominator and leading to an increase in the power of the test to detect
significant differences between means (this is discussed in more detail later).
Mathematically, and as illustrated above, we partition the variability attributable
to the differences between groups (SSconditions) @and variability within groups (SSy)
exactly as we do in a between-subjects (independent) ANOVA. However, with a
Repeated Measures ANOVA, as we are using the same subjects in each group we
can remove the variability due to the individual differences between subjects,
referred to as SSsypjects, from the within-groups variability (SSy). How is this
achieved? Quite simply, we treat each subject as a block. That is, each subject
becomes a level of a factor called subjects. We then calculate this variability as
we do with any between-subjects factor. The ability to subtract SSypjects Will leave
us with a smaller SS.r term, as highlighted below:

Independent ANOV A: 55 = 55

errar W

Repeated Measures ANOVA: 55,5 = S5, — SS:ubjects

Now that we have removed the between-subjects variability, our new SSg. only
reflects individual variability to each condition. You might recognise this as the
interaction effect of subject by conditions; that is, how subjects react to the
different conditions. Whether this leads to a more powerful test will depend on
whether the reduction in SS.,, more than compensates for the reduction in
degrees of freedom for the error term (as degrees of freedom go from (n - k) to



(n - 1)(k - 1) (remembering that there are more subjects in the independent
ANOVA design).

The next page of our guide deals with how to calculate a Repeated Measures
ANOVA.

Repeated Measures ANOVA (cont...)

E:alculating a Repeated Measures ANOVA

In order to provide a demonstration of how to calculate a Repeated Measures
ANOVA, we shall use the example of a 6-month exercise-training intervention
where six subjects had their fitness level measured on three occasions: pre-, 3
months, and post-intervention. Their data is shown below along with some initial
calculations:

Exercise Intervention

Subjects Pre- 3 Months & Months Subject Means:
1 45 50 55 50
2 42 432 45 43
3 36 41 43 40
i 39 35 40 38
5 51 55 59 55
6 44 49 56 49.7
Monthly Means: 42.8 45.3 49.7
Grand Mean: 45.9

The Repeated Measures ANOVA, like other ANOVAs, generates an F-statistic that
is used to determine statistical significance. The F-statistic is calculated as below:

M5, MS -
F= time or F= conditions
Msgwar Msg'rrar

You will already have been familiarised with SSconditions from earlier in this guide
but in some of the calculations in the preceding sections you will see SSonditions
sometimes referred to as SSime. They both represent the sum of squares for the
differences between related groups but SS;ine is @ more suitable name when
dealing with time-course experiments, as we are in this example. The diagram
below represents the partitioning of variance that occurs in the calculation of a
Repeated Measures ANOVA.
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SS,

SHme fs S5y, Total Variability
.',II \/2 x\‘l
< h |
Conditions Variability Within-Groups Variability
Ssnahditinhs SSW
L// %
Subject Variability Error Variability
Sss:ubjenls: SSerr:::ur

In order to calculate an F-statistic we need to calculate SScongitions aNd SSerror-
SSconditions Can be calculated directly quite easily (as you will have encountered in
an independent ANOVA as SS;). Although SS..r can also be calculated directly it
is somewhat difficult in comparison to deriving it from knowledge of other sums
of squares which are easier to calculate, namely SSqpjects, and either SSy or SS,,.
SSerror Can then be calculated in either of two ways:

either 5Serror = 55w — 5S5subjects

ar SSerror = 357 — $Sconditions — 23subjects

Both methods to calculate the F-statistic require the calculation of SScongitions @and
SSsubjects but you then have the option to determine SSeq by first calculating
either SSt or SS,,. There is no right or wrong method, and other methods exist, it
is simply personal preference as to which method you choose. For the purposes of
this demonstration we shall calculate it using the first method, namely calculating
SS..

Calculating SSime

As mentioned previously, the calculation of SSyne is the same as for SSy, in an

independent ANOVA, and can be expressed as:
k

55ime =55 = zﬂz‘[fz‘ - -’?]2
i=1
where k = number of conditions, n; = number of subjects under each (i*")

condition, *i= mean score for each (i") condition, £= grand mean. So, in our
example, we have:



k
SStime =55 = Zﬂz‘(ff - sz
i=1
= 6[(42.8 — 45.9)? + (45.3 — 45.9)% + (49.7 — 45.9)?]
= 6[9.61 + 0.36 + 14.44]
= 143.44

Notice that because we have a repeated measures design, n; is the same for each
iteration: it is the number of subjects in our design. Hence we can simply multiple
each group by this number. To better visualize the calculation above, the table
below highlights the figures used in the calculation:

Exercise Intervention

Subjects Pre- 3 Months & Months Subject Means:
1 45 50 55 50
2 42 42 45 43
3 36 41 43 40
fi 39 35 40 38
5 51 55 59 55
b 44 49 56 49.7
Monthly Means: [42.8] [45.3] |£|
Grand Mean: 45.9

Calculating SS,,

Within-subjects variation (SS,,) is also calculated in the same way as in an
independent ANOVA, expressed as follows:

S5y = Z[«Tz‘l —iy)? +Z(x52 — @)%+ +Z(xm — %)’
1 7 K

where x;; is the score of the i™" subject in group 1, x;, is the score of the i*" subject
in group 2, and xy is the score of the i subject in group k. In our case, this is:

S5 = Z(xil - i) +Z(«“€fz — ;)7 +Z(xz'3 — ;)7
1 2 3

=[(45—-428)*+ (42 —42.8)*+ (36 —42.8)*+ (39— 42.8)* + (51 — 42.8)* + (44 — 42.8) %] +
[(50 —45.3)2 4+ (42 —453)2 + (41— 45.3)2 4+ (35 —45.3)% + (55 — 45.3) * + (49 — 45.3)2] +
[(55—49.7)2 + (45 —49.7)2 + (43 — 49.7)* + (40 — 49.7)2 + (59 — 49.7) 2 + (56 — 49.7)?]

=715.5

To better visualize the calculation above, the table below highlights the figures
used in the calculation:



Exercise Intervention

Subjects Pre- 3 Months 6 Months Subject Means:
1 45 50 55 50
2 42 42 45 43
3 36 41 43 40
4 39 35 40 38
5 51 55 59 55
6 [aa] [ a0 | | s6 | 49.7
Meonthly Means: ml ml m
Grand Mean: 45.9

Calculating SSeybjects

As mentioned earlier, we treat each subject as its own block. In other words, we
treat each subject as a level of an independent factor called subjects. We can
then calculate SSgypjects as follows:

3Scubjects = k - z{ii - -’sz

where k = number of conditions, *imean of subject i, and £= grand mean. In our
case, this is:

SScupjeces = k- z{fi - 5]2
=3[(50 —459)2+ (43— 459)2+ (40 —45.9)% + (38 — 45.9) 2+ (55— 45.9)% + (49.7 — 45.9)%]
=658.3

To better visualize the calculation above, the table below highlights the figures
used in the calculation:

Exercise Intervention

Subjects Pre- 3 Months & Months Subject Means:

1 45 50 55 50

2 42 42 45 | 43 |

3 36 41 43 | 40 |

4 39 35 40 | 38 |

5 51 55 59

b 44 49 56 49.7
Monthly Means: 42.8 45.3 49.7

Grand Mean: [45.9]

Calculating SSeror

We can now calculate SS,..r by substitution:

35 = 3Ssubjects T SSerror

which, in our case, is:



SSerror = 35, — Sssuhjgcrs
= 7155 — 6583
=57.2

Determining MSiime, MSeror and the F-statistic

To determine the mean sum of squares for time (MSyme) we divide SSyme by its
associated degrees of freedom (k - 1), where k = number of time points. In our
case:
_ 55time
Msrims' - U{ _ 1:]
146.44
2

=71.72

We do the same for the mean sum of squares for error (MSe. o), this time dividing
by (n - 1)(k - 1) degrees of freedom, where n = number of subjects and k =
number of time points. In our case:

_ ssermr
ETTOT T (n— 1) (k — 1)

B 57.2

(52

=5.72

MS

Therefore, we can calculate the F-statistic as:

_ Mstimg
MSE‘T".I"G‘J"
71.72

- 572
=1253

F

We can now look up (or use a computer programme) to ascertain the critical F-
statistic for our F-distribution with our degrees of freedom for time (df;me) and
error (dferor) @and determine whether our F-statistic indicates a statistically
significant result.

We can now look up (or use a computer programme) to ascertain the critical F-
statistic for our F-distribution with our degrees of freedom for time (df;me) and
error (dferor) @and determine whether our F-statistic indicates a statistically
significant result.

How to report the result of a Repeated Measures ANOVA is shown on the next
page.

Repeated Measures ANOVA (cont...)
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Reporting the Result of a Repeated Measures ANOVA

We report the F-statistic from a Repeated Measures ANOVA as:
F(dfiime, dferror) = F value, p = p value
which for our example would be:
F(2,10) = 12.53, p = .002

This means we can reject the null hypothesis and accept the alternative
hypothesis. As we will discuss later, there are assumptions and effect sizes we
can calculate that can alter how we report the above result. However, we would
otherwise report the above findings for this example exercise study as:

"There was a statistically significant effect of time on exercise-induced fitness,
F(2, 10) = 12.53, p < .002."

or

"The six-month exercise-training programme had a statistically significant effect
on fitness levels, F(2, 10) = 12.53, p < .002."

Tabular Presentation of a Repeated Measures ANOVA

Normally, the result of a Repeated Measures ANOVA is presented in the written
text, as above, and not in a tabular form when writing a report. However, most
statistical programmes, such as SPSS, will report the result of a Repeated
Measures ANOVA in tabular form. Doing so allows the user to gain a fuller
understanding of all the calculations that were made by the programme. The
table below represents the type of table that you will be presented with and what
the different sections mean.

e Msﬁ'ﬂﬂdftfﬂﬂs

Conditions 58 onditions (k—1) M5, onditions MS

errar

MSS“HEJ_IE‘EES

Subjects SSsubjects (n—1) MSsypjects “MS

arrar
Error 55 rror (k—1)(n—1) MS,mor
Total 55; (N-1)

Most often, the Subjects row is not presented and sometimes the Total row is
also omitted. The F-statistic found on the first row (time/conditions row) is the F-
statistic that will determine whether there was a significant difference between at
least two means or not. For our results, omitting the Subjects and Total rows, we
have:
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Source 55 df M5 F

Time 143.44 2 7172 12.53

Error 57.2 10 5.72

which is similar to the output produced by SPSS.
Increased Power in a Repeated Measures ANOVA

The major advantage with running a Repeated Measures ANOVA over an
independent ANOVA is that the test is generally much more powerful. This
particular advantage is achieved by the reduction in MSerror (the denominator of
the F-statistic) that comes from the partitioning of variability due to differences
between subjects (SSsupjects) from the original error term in an independent
ANOVA (SSy,): i.e. SSerror = SSw - SSeubjects: We achieved a result of F(2, 10) =
12.53, p < .002, for our example Repeated Measures ANOVA. How does this
compare to if we had run an independent ANOVA instead? Well, if we ran through
the calculations we would have ended up with a result of F(2, 15) = 1.504, p =
.254, for the independent ANOVA. We can clearly see the advantage of using the
same subjects in a Repeated Measures ANOVA as opposed to different subjects.
For our exercise-training example, the illustration below shows that after taking
away SSgupjects from SS,, we are left with an error term (SSerror) that is only 8% as
large as the independent ANOVA error term.

Comparison of Error Terms in Independent vs. Repeated Measures ANOVA

Repeated Measures ANOVA Independent ANOVA

mss, ] 572

u SSa ubjects

658.3

NB: Percentages expressed as a total of S5,

This does not lead to an automatic increase in the F-statistic as there are a
greater number of degrees of freedom for SS,, than SSer. However, it is usual
for SSsupjects to @account for such a large percentage of the within-groups variability



that the reduction in the error term is large enough to more than compensate for
the loss in the degrees of freedom (as used in selecting an F-distribution).

Effect Size for Repeated Measures ANOVA

It is becoming more common to report effect sizes in Partial eta-squared is where
the the SSgypjects has been removed from the denominator (and is what is
produced by SPSS):

ﬂz _ ssﬁ'ﬂﬂditfﬂﬂs oF ”2 _ ssrimg
tial — tial —
parad (Sscandz'tiaﬂs + ssgwarj parta [sstz'mg + ssgf‘mrj

So, for our example, this would lead to a partial eta-squared of:
ngarrz’al = szfmﬁ'
(ssrims' + Ssgwarj
143.44
(14344 +57.2)

= 0.715
Underlying Assumptions: Normality

Similar to the other ANOVA tests, each level of the independent variable needs to
be approximately normally distributed. How to check for this is provided in our
Testing for Normality in SPSS guide.

Underlying Assumptions: Sphericity

The concept of sphericity, for all intents and purposes, is the repeated measures
equivalent of homogeneity of variances. An explanation of sphericity is provided
in our Sphericity guide. Testing for sphericity is an option in SPSS using Mauchly's
Test for Sphericity as part of the GLM Repeated Measures procedure. A guide on
running a Repeated Measures ANOVA in SPSS can be found here. We can write up
our results (not the exercise example), where we have included Mauchly's Test
for Sphericity as:

"Mauchly's Test of Sphericity indicated that the assumption of sphericity had been
violated, x2(2) = 22.115, p < .0005, and, therefore, a Greenhouse-Geisser
correction was used. There was a significant effect of time on cholesterol
concentration, F(1.171, 38) = 21.032, p < .0005."

Pearson Product-Moment Correlation

47
What does this test do?

The Pearson product-moment correlation coefficient (or Pearson correlation
coefficient for short) is a measure of the strength of a linear association between
two variables and is denoted by r. Basically, a Pearson product-moment
correlation attempts to draw a line of best fit through the data of two variables,
and the Pearson correlation coefficient, r, indicates how far away all these data
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points are to this line of best fit (how well the data points fit this new model/line
of best fit).

What values can the Pearson correlation coefficient take?

The Pearson correlation coefficient, r, can take a range of values from +1 to -1. A

value of 0 indicates that there is no association between the two variables. A
value greater than 0 indicates a positive association, that is, as the value of one
variable increases so does the value of the other variable. A value less than 0
indicates a negative association, that is, as the value of one variable increases
the value of the other variable decreases. This is shown in the diagram below
(click the image to enlarge):

F r s

Positive Correlation Hegative Correlation Mo Correlation

v
Y

How can we determine the strength of association based on the Pearson
correlation coefficient?

The stronger the association of the two variables the closer the Pearson
correlation coefficient, r, will be to either +1 or -1 depending on whether the
relationship is positive or negative, respectively. Achieving a value of +1 or -1
means that all your data points are included on the line of best fit - there are no
data points that show any variation away from this line. Values for r between +1
and -1 (for example, r = 0.8 or -0.4) indicate that there is variation around the
line of best fit. The closer the value of r to 0 the greater the variation around the
line of best fit. Different relationships and their correlation coefficients are shown
in the diagram below (click the image to enlarge):

A4



r=10.7 . o r=10.3

¥
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v
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Are there guidelines to interpreting Pearson's correlation coefficient?

Yes, the following guidelines have been proposed:

Coefficient, r

Strength of Association Positive Negative

Small 1to.3 -0.1t0-0.3
Medium 3t0.5 -0.3t0-0.5
Large 51t01.0 -0.5t0-1.0

Remember that these values are guidelines and whether an association is strong
or not will also depend on what you are measuring.

Can you use any type of variable for Pearson's correlation coefficient?

No, the two variables have to be measured on either an interval or ratio scale.
However, both variables do not need to be measured on the same scale, e.g. one
variable can be ratio and one can be interval. Further information about types of
variable can be found in our Types of Variable guide. If you have ordinal data
then you will want to use Spearman's Rank Order Correlation or a Kendall's Tau
Correlation instead of the Pearson product-moment correlation.

Do the two variables have to be measured in the same units?

No, the two variables can be measured in entirely different units. For example,
you could correlate a person's age with their blood sugar levels. Here, the units
are completely different; age is measured in years and blood sugar level
measured in mmol/L (a measure of concentration). Indeed, the calculations for
Pearson's correlation coefficient were designed such that the units of

Y
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measurement do not affect the calculation - this allows the correlation coefficient
to be comparable and not influenced by the units of the variables used.

What about dependent and independent variables?

The Pearson product-moment correlation does not take into consideration
whether a variable has been classified as a dependent or independent variable. It
treats all variables equally. For example, you might want to find out whether
basketball performance is correlated to a person's height. You might, therefore,
plot a graph of performance against height and calculate the Pearson correlation
coefficient. Lets say, for example, that r = .67. That is, as height increases so
does basketball performance. This makes sense. However, if we plotted the
variables the other way around and wanted to determine whether a person's
height was determined by their basketball performance (which makes no sense)
we would still get r = .67. This is because the Pearson correlation coefficient

makes no account of any theory behind why you chose the two variables to
compare. This is illustrated below:
A A

iable A

r=0.7 = r=10.7

Variable B

Va

VariableA o Variable B
Does the Pearson correlation coefficient indicate the slope of the line?

It is important to realise that the Pearson correlation coefficient, r, does not
represent the slope of the line of best fit. Therefore, if you get a Pearson
correlation coefficient of +1 this does not mean that for every unit increase in one
variable there is a unit increase in another. It simply means that there is no
variation between the data points and the line of best fit. This is illustrated below:



> >
What assumptions does Pearson's correlation make?

There are four assumptions that are made with respect to Pearson's correlation:

1. The variables must be either interval or ratio measurements (see our
Types of Variable guide for further details).

2. The variables must be approximately normally distributed (see our Testing
for Normality guide for further details).

3. There is a linear relationship between the two variables. We discuss this
later in this guide (jump to this section here).

4. OQutliers are either kept to a minimum or are removed entirely. We also
discuss this later in this guide (jump to this section here).

5. There is homoscedasticity of the data. This is discussed later in this guide
(jump to this section here).

How can you detect a linear relationship?

To test to see whether your two variables form a linear relationship you simply
need to plot them on a graph (a scatterplot, for example) and visually inspect the
graph's shape. In the diagram below (click image to enlarge) you will find a few
different examples of a linear relationship and some non-linear relationships. It is
not appropriate to analyse a non-linear relationship using a Pearson product-
moment correlation.

F 3 - r s

Linear Mon-Linear Hon-Linear

w
v

w
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Go to the next page for more.

Pearson Product-Moment Correlation

15
How can you detect outliers?

An outlier (in correlation analysis) is a data point that does not fit the general
trend of your data but would appear to be a wayward (extreme) value and not
what you would expect compared to the rest of your data points. You can detect
outliers in a similar way to how you detect a linear relationship, by simply plotting
the two variables against each other on a graph and visually inspecting the graph
for wayward (extreme) points. You can then either remove or manipulate that
particular point as long as you can justify why you did so (there are far more
robust methods for detecting outliers in regression analysis). Alternatively, if you
cannot justify removing the data point(s) then you can run a non-parametric test
such as Spearman's Rank Order Correlation or Kendall's Tau Correlation instead,
which are much less sensitive to outliers. This might be your best approach if you
cannot justify removing the outlier. The diagram below indicates what a potential

outlier might look like:
A

- Outlier

>
Why is testing for outliers so important?

Outliers can have a very large effect on the line of best fit and the Pearson
correlation coefficient, which can lead to very different conclusions regarding your
data. This point is most easily illustrated by studying scatterplots of a linear
relationship with an outlier included and after its removal, with respect to both
the line of best fit and the correlation coefficient. This is illustrated in the diagram
below:
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r=0.4

Outlier

r=10.7

Outlier removed

»

>

What is homoscedasticity?

Homoscedasticity basically means that the variances along the line of best fit
remain similar as you move along the line. It is required that your data show
homoscedasticity for you to run a Pearson product-moment correlation.

Homoscedasticity is most easily demonstrated diagrammatically as below:
y Y A

Homoscedasticity U

Heteroscedasticity 0

No, the Pearson correlation cannot determine a cause-and-effect relationship. It
can only establish the strength of the association between two variables. As
stated earlier, it does not even distinguish between independent and dependent
variables.

How do I report the output of a Pearson product-moment correlation?

Can you establish cause-and-effect?

You need to state that you used the Pearson product-moment correlation and
report the value of the correlation coefficient, r, as well as the degrees of freedom
(df). You should express the result as follows:



df

N\

r(37)=-0.52, p=.065

/}r \
Pearson coefficient p-value

where the degrees of freedom (df) is the number of data points minus 2 (N - 2).
If you have not tested the significance of the correlation then leave that section
out of the results.

Can | determine whether the association is statistically significant?

Yes, the easy way to do this is through a statistical programme, such as SPSS.
We provide a guide on how to do this, which you can find here. You need to be
careful how you interpret the statistical significance of a correlation. If your
correlation coefficient has been determined to be statistically significant this does
not mean that you have a strong association. It simply tests the null hypothesis
that there is no relationship. By rejecting the null hypothesis you accept the
alternative hypothesis that states that there is a relationship but with no
information about the strength of the relationship or its importance.

What is the Coefficient of Determination?

The coefficient of determination, r?, is the square of the Pearson correlation
coefficient r (i.e. r*). So, for example, a Pearson correlation coefficient of 0.6
would result in a coefficient of determination of 0.62, which is 0.36. Therefore, r?
= 0.36. The coefficient of determination, with respect to correlation, is the
proportion of the variance that is shared by both variables. It gives a measure of
the amount of variation that can be explained by the model (the correlation is the
model). It is sometimes expressed as a percentage (for example, 36% instead of
0.36) when we discuss the proportion of variance explained by the correlation.
However, we must never write » = 36%, or any other percentage. We must
always write it as a proportion, e.g. r* = 0.36.

To run a Pearson correlation in SPSS, go to our guide here.

Pearson Product-Moment Correlation
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How can you detect outliers?

An outlier (in correlation analysis) is a data point that does not fit the general
trend of your data but would appear to be a wayward (extreme) value and not
what you would expect compared to the rest of your data points. You can detect
outliers in a similar way to how you detect a linear relationship, by simply plotting
the two variables against each other on a graph and visually inspecting the graph
for wayward (extreme) points. You can then either remove or manipulate that
particular point as long as you can justify why you did so (there are far more


https://statistics.laerd.com/spss-tutorials/pearsons-product-moment-correlation-using-spss-statistics.php
https://statistics.laerd.com/spss-tutorials/pearsons-product-moment-correlation-using-spss-statistics.php
https://statistics.laerd.com/statistical-guides/pearson-correlation-coefficient-statistical-guide-2.php##

robust methods for detecting outliers in regression analysis). Alternatively, if you
cannot justify removing the data point(s) then you can run a non-parametric test
such as Spearman's Rank Order Correlation or Kendall's Tau Correlation instead,

which are much less sensitive to outliers. This might be your best approach if you
cannot justify removing the outlier. The diagram below indicates what a potential

outlier might look like:
A

Outlier

Why is testing for outliers so important?

>

Outliers can have a very large effect on the line of best fit and the Pearson
correlation coefficient, which can lead to very different conclusions regarding your
data. This point is most easily illustrated by studying scatterplots of a linear
relationship with an outlier included and after its removal, with respect to both
the line of best fit and the correlation coefficient. This is illustrated in the diagram

below:
r'y

r=04

' Outlier

A

r=0.7

Outlier removed

What is homoscedasticity?

>

>

Homoscedasticity basically means that the variances along the line of best fit
remain similar as you move along the line. It is required that your data show
homoscedasticity for you to run a Pearson product-moment correlation.
Homoscedasticity is most easily demonstrated diagrammatically as below:


https://statistics.laerd.com/spss-tutorials/spearmans-rank-order-correlation-using-spss-statistics.php

Homoscedasticity V) Heteroscedasticity 0

Can you establish cause-and-effect?

No, the Pearson correlation cannot determine a cause-and-effect relationship. It
can only establish the strength of the association between two variables. As
stated earlier, it does not even distinguish between independent and dependent
variables.

How do | report the output of a Pearson product-moment correlation?

You need to state that you used the Pearson product-moment correlation and
report the value of the correlation coefficient, r, as well as the degrees of freedom
(df). You should express the result as follows:

df

N\

r(37)=-0.52, p=.065

/}r \
Pearson coefficient p-value

where the degrees of freedom (df) is the number of data points minus 2 (N - 2).
If you have not tested the significance of the correlation then leave that section
out of the results.

Can | determine whether the association is statistically significant?

Yes, the easy way to do this is through a statistical programme, such as SPSS.
We provide a guide on how to do this, which you can find here. You need to be
careful how you interpret the statistical significance of a correlation. If your
correlation coefficient has been determined to be statistically significant this does
not mean that you have a strong association. It simply tests the null hypothesis
that there is no relationship. By rejecting the null hypothesis you accept the
alternative hypothesis that states that there is a relationship but with no
information about the strength of the relationship or its importance.
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What is the Coefficient of Determination?

The coefficient of determination, r?, is the square of the Pearson correlation
coefficient r (i.e. r?). So, for example, a Pearson correlation coefficient of 0.6
would result in a coefficient of determination of 0.62, which is 0.36. Therefore, r*
= 0.36. The coefficient of determination, with respect to correlation, is the
proportion of the variance that is shared by both variables. It gives a measure of
the amount of variation that can be explained by the model (the correlation is the
model). It is sometimes expressed as a percentage (for example, 36% instead of
0.36) when we discuss the proportion of variance explained by the correlation.
However, we must never write r* = 36%, or any other percentage. We must
always write it as a proportion, e.g. r* = 0.36.

To run a Pearson correlation in SPSS, go to our guide here.

Pearson Product-Moment Correlation

15
How can you detect outliers?

An outlier (in correlation analysis) is a data point that does not fit the general
trend of your data but would appear to be a wayward (extreme) value and not
what you would expect compared to the rest of your data points. You can detect
outliers in a similar way to how you detect a linear relationship, by simply plotting
the two variables against each other on a graph and visually inspecting the graph
for wayward (extreme) points. You can then either remove or manipulate that
particular point as long as you can justify why you did so (there are far more
robust methods for detecting outliers in regression analysis). Alternatively, if you
cannot justify removing the data point(s) then you can run a non-parametric test
such as Spearman's Rank Order Correlation or Kendall's Tau Correlation instead,
which are much less sensitive to outliers. This might be your best approach if you
cannot justify removing the outlier. The diagram below indicates what a potential
outlier might look like:

A

- Outlier

Why is testing for outliers so important?
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Outliers can have a very large effect on the line of best fit and the Pearson
correlation coefficient, which can lead to very different conclusions regarding your
data. This point is most easily illustrated by studying scatterplots of a linear
relationship with an outlier included and after its removal, with respect to both
the line of best fit and the correlation coefficient. This is illustrated in the diagram
below:

Y A

r=04 r=0.7

Outlier . Outlier removed

- — > >
What is homoscedasticity?

Homoscedasticity basically means that the variances along the line of best fit
remain similar as you move along the line. It is required that your data show
homoscedasticity for you to run a Pearson product-moment correlation.

Homoscedasticity is most easily demonstrated diagrammatically as below:
A A

Homoscedasticity U Heteroscedasticity 0

Can you establish cause-and-effect?

No, the Pearson correlation cannot determine a cause-and-effect relationship. It
can only establish the strength of the association between two variables. As
stated earlier, it does not even distinguish between independent and dependent
variables.

How do | report the output of a Pearson product-moment correlation?



You need to state that you used the Pearson product-moment correlation and
report the value of the correlation coefficient, r, as well as the degrees of freedom
(df). You should express the result as follows:

df

N\

r(37)=-0.52, p=.065

/}r \
Pearson coefficient p-value

where the degrees of freedom (df) is the number of data points minus 2 (N - 2).
If you have not tested the significance of the correlation then leave that section
out of the results.

Can | determine whether the association is statistically significant?

Yes, the easy way to do this is through a statistical programme, such as SPSS.
We provide a guide on how to do this, which you can find here. You need to be
careful how you interpret the statistical significance of a correlation. If your
correlation coefficient has been determined to be statistically significant this does
not mean that you have a strong association. It simply tests the null hypothesis
that there is no relationship. By rejecting the null hypothesis you accept the
alternative hypothesis that states that there is a relationship but with no
information about the strength of the relationship or its importance.

What is the Coefficient of Determination?

The coefficient of determination, r?, is the square of the Pearson correlation
coefficient r (i.e. r*). So, for example, a Pearson correlation coefficient of 0.6
would result in a coefficient of determination of 0.62, which is 0.36. Therefore, r*
= 0.36. The coefficient of determination, with respect to correlation, is the
proportion of the variance that is shared by both variables. It gives a measure of
the amount of variation that can be explained by the model (the correlation is the
model). It is sometimes expressed as a percentage (for example, 36% instead of
0.36) when we discuss the proportion of variance explained by the correlation.
However, we must never write > = 36%, or any other percentage. We must
always write it as a proportion, e.g. r* = 0.36.

Spearman's Rank-Order Correlation
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This guide will tell you when you should use Spearman's rank-order correlation to
analyse your data, what assumptions you have to satisfy, how to calculate it, and
how to report it. If you want to know how to run a Spearman correlation in SPSS
then go to our guide here. If you want to calculate the correlation coefficient
manually then we have a calculator you can use that also shows all the working
out. This can be found at our Laerd Mathematics site here.

When should you use the Spearman's Rank-Order Correlation?
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The Spearman's rank-order correlation is the nonparametric version of the
Pearson product-moment correlation. Spearman's correlation coefficient, (2, also
signified by r;) measures the strength of association between two ranked
variables.

What are the assumptions of the test?

You need two variables that are either ordinal, interval or ratio (see our Types of
Variable guide if you need clarification). Although you would normally hope to use
a Pearson product-moment correlation on interval or ratio data, the Spearman
correlation can be used when the assumptions of the Pearson correlation are
markedly violated. A second assumption is that there is a monotonic relationship
between your variables.

What is a monotonic relationship?

A monotonic relationship is a relationship that does one of the following: (1) as
the value of one variable increases so does the value of the other variable or (2)
as the value of one variable increases the other variable value decreases.
Examples of monotonic and non-monotonic relationships are presented in the
diagram below (click image to enlarge):

Manotonic Monotonic Mon-Monatonic

L i
v

Why is a monotonic relationship important to Spearman's correlation?

A monotonic relationship is an important underlying assumption of the Spearman
rank-order correlation. It is also important to recognize the assumption of a
monotonic relationship is less restrictive than a linear relationship (an assumption
that has to be met by the Pearson product-moment correlation). The middle
image above illustrates this point well: A non-linear relationship exists but the
relationship is monotonic and is suitable for analysis by Spearman's correlation
but not by Pearson's correlation.

How to rank data?

In some cases your data might already be ranked but often you will find that you
need to rank the data yourself (or use SPSS to do it for you). Thankfully, ranking
data is not a difficult task and is easily achieved by working through your data in
a table. Let us consider the following example data regarding the marks achieved
in a maths and English exam:

w


https://statistics.laerd.com/statistical-guides/pearson-correlation-coefficient-statistical-guide.php
https://statistics.laerd.com/statistical-guides/types-of-variable.php
https://statistics.laerd.com/statistical-guides/types-of-variable.php
https://statistics.laerd.com/spss-tutorials/ranking-data-in-spss-statistics.php

English 56 75 45 71 61 64 58 80 76
Maths 66 70 40 60 65 56 59 77 67

The procedure for ranking these scores is as follows:

First, create a table with four columns and label them as below:

English (mark) Maths (mark) Rank (English) Rank (maths)
56 66 9 4
75 70 3 2
45 40 10 10
71 60 4 7
61 65 6.5 5
64 56 5 9
58 59 8 8
80 77 1 1
76 67 2 3
61 63 6.5 6

You need to rank the scores for maths and English separately. The score with the
highest value should be labelled "1" and the lowest score should be labelled "10"
(if your data set has more than 10 cases then the lowest score will be how many
cases you have). Look carefully at the two individuals that scored 61 in the
English exam (highlighted in bold). Notice their joint rank of 6.5. This is because
when you have two identical values in the data (called a "tie") you need to take
the average of the ranks that they would have otherwise occupied. We do this as,
in this example, we have no way of knowing which score should be put in rank 6
and which score should be ranked 7. Therefore, you will notice that the ranks of 6
and 7 do not exist for English. These two ranks have been averaged ((6 + 7)/2 =
6.5) and assigned to each of these "tied" scores.

What is the definition of Spearman's rank-order correlation?

There are two methods to calculate Spearman's rank-order correlation depending
on whether: (1) your data does not have tied ranks or (2) your data has tied
ranks. The formula for when there are no tied ranks is:

63 d}
p=1-—5—"
n(nz —1)

where d; = difference in paired ranks and n = number of cases. The formula to
use when there are tied ranks is:

5 = Yi(x; —xX)(yv;—¥)
VZilxi — )2 X — ¥)?

where i = paired score.




Spearman's Rank-Order Correlation (cont...)
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What values can the Spearman correlation coefficient, rs, take?

The Spearman correlation coefficient, rs, can take values from +1 to -1. A rs of +1

indicates a perfect association of ranks, a rs of zero indicates no association
between ranks and a r; of -1 indicates a perfect negative association of ranks.
The closer rs is to zero, the weaker the association between the ranks.

An example of calculating Spearman's correlation

To calculate a Spearman rank-order correlation on data without any ties we will

use the following data:

English 56
Maths 66

We then complete the following table:
Maths (mark)

English (mark)
56
75
45
71
62
64
58
80
76
61

Where d = difference between ranks and d? = difference squared.

We then calculate the following:

de=25+1+9+1+16+1+1=54

We then substitute this into the main equation with the other information as

follows:

66
70
40
60
65
56
59
77
67
63

71
60

Rank (English)

9
3
10
4
6.5

N = 00 Ol

6.5

Rank (maths)

P P OO MPF WOLEF O

61
63

d2
25

-

R O O
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6 d?

Pl ame -
,__ 6x54
P="T0(102-1)
.32
£=="g9p
O
p = 0.67

as n = 10. Hence, we have a Pof 0.67. This indicates a strong positive
relationship between the ranks individuals obtained in the maths and English
exam. That is, the higher you ranked in maths, the higher you ranked in English
also, and vice versa.

How do you report a Spearman's correlation?
How you report a Spearman's correlation coefficient depends on whether or not
you have determined the statistical significance of the coefficient. If you have

simply run the Spearman correlation without any statistical significance tests then
you are able to simple state the value of the coefficient as shown below:

p = coef ficient OR 1. = coefficient

s
e.g.

p=067 OR 1.= 067

s

However, if you have also run statistical significance tests then you need to
include some more information as shown below:

p(df) = p coef ficient, P = P value
p(8) = 0.67,P = 0.033
where df = N - 2, where N = number of pairwise cases.
How do you express the hypothesis for this test?
The general form of a null hypothesis for a Spearman correlation is:
Ho: There is no association between the two variables [in the population].

Remember, you are making an inference from your sample to the population that
the sample is supposed to represent. However, as this a general understanding of
an inferential statistical test, it is often not included. A null hypothesis statement
for the example used earlier in this guide would be:

Ho: There is no association between maths and English marks.
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How do | interpret a statistically significant Spearman correlation?

It is important to realize that statistical significance does not indicate the strength
of the Spearman rank-order correlation. In fact, the statistical significance testing
of the Spearman correlation does not provide you with any information about the
strength of the relationship. Thus, achieving a value of P = 0.001, for example,
does not mean that the relationship is stronger than if you achieved a value of P
= 0.04. This is because the significance test is investigating whether you can
accept or reject the null hypothesis. If you set a = 0.05 then achieving a
statistically significant Spearman rank-order correlation means that you can be
sure that there is less than a 5% chance that the strength of the relationship you
found (your rho coefficient) happened by chance if the null hypothesis were true.

Testing Assumptions
Sphericity

Introduction

ANOVAs with repeated measures (within-subject factors) are particularly
susceptible to the violation of the assumption of sphericity. Sphericity is the
condition where the variances of the differences between all combinations of
related groups (levels) are equal. Violation of sphericity is when the variances of
the differences between all combinations of related groups are not equal.
Sphericity can be likened to homogeneity of variances in a between-subjects
ANOVA.

The violation of sphericity is serious for the Repeated Measures ANOVA, with
violation causing the test to become too liberal (i.e. an increase in the Type I
error rate). Determining whether sphericity has been violated is, therefore, very
important. Luckily, if violations of sphericity do occur then corrections have been
developed to produce a more valid critical F-value (i.e. reduce the increase in
Type I error rate). This is achieved by estimating the degree to which sphericity
has been violated and applying a correction factor to the degrees of freedom of
the F-distribution. We will discuss this in more detail later in this guide. Firstly, we
will illustrate what sphericity is by way of an example.

An Example of Sphericity

To illustrate the concept of sphericity as equality of variance of the differences
between each pair of values, we will analyse the fictitious data in the Table 1
below. This data is from a fictitious study that measured aerobic capacity (units:
ml/min/kg) at three time points (Time 1, Time 2, Time 3) for six subjects.
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Subject  Timel Time 2 Time 3 Timel-Time2 Timel-Time3 Time2-Time3

1 45 50 55 -5 -10 -5
2 42 42 45 0 3 -3
3 36 41 43 5 -7 -2
4 39 35 40 4 1 -5
5 51 55 59 4 -8 -4
6 44 49 56 -5 -12 -7

Variance: 139 174 3.1

Firstly, as we are interested in the differences between related groups (time
points) we must calculate the differences between each combination of related
group (time point) (the last three columns in the table above). The more time
points (or conditions) the greater the number of possible combinations. For three
time points, we have three different combinations. We then need to calculate the
variance of each group difference, again presented in the table above. Looking at
our results, at first glance, it would appear that the variances between the paired
differences are not equal (13.9 vs. 17.4 vs. 3.1); the variance of the difference
between Time 2 and Time 3 is much less than the other two combinations. This
might lead us to conclude that our data violates the assumption of sphericity. We
can, however, test our data for sphericity using a formal test called Mauchly's
Test of Sphericity.

Testing for Sphericity: Mauchly's Test of Sphericity

As just mentioned, Mauchly's Test of Sphericity is a formal way of testing the
assumption of sphericity. Although this test has been heavily criticised, often
failing to detect departures from sphericity in small samples and over-detecting
them in large samples, it is nonetheless a commonly used test. This is probably
due to its automatic print out in SPSS for repeated measures ANOVAs and the
lack of an otherwise readily available test. However, despite these shortcomings,

because it is widely used, we will explain the test in this section and how to

interpret it.

Mauchly's Test of Sphericity tests the null hypothesis that the variances of the
differences are equal. Thus, if Mauchly's Test of Sphericity is statistically
significant (p < .05), we can reject the null hypothesis and accept the alternative
hypothesis that the variances of the differences are not equal (i.e. sphericity has

been violated). Results from Mauchly's Test of Sphericity are shown below for our
example data (see the red section below):

Within Subjects Effect Epsilon?
Approx Chi- Greenhouse-
auchly's i Souare of Sin. Grisser Huynh-Feldt | Lower-bound
TIME 434 3.343 a8 g TR0 Aa00

The results of this test show that sphericity has not been violated (p = .188) (you
need to look under the "Sig." column). We can thus report the result of Mauchly's
Test of Sphericity as follows:




"Mauchly's Test of Sphericity indicated that the assumption of sphericity had not
been violated, x%(2) = 3.343, p = .188."

You might have noticed the discrepancy between the result of Mauchly's Test of
Sphericity, which indicates that the assumption of sphericity is not violated, and
the large differences in the variances calculated earlier (13.9 vs. 17.4 vs. 3.1),
suggesting violation of the assumption of sphericity. Unfortunately, this is one of
the problems of Mauchly's test when dealing with small sample sizes, which was
mentioned earlier.

If your data does not violate the assumption of sphericity then you do not need to
modify your degrees of freedom. [If you are using SPSS, then your results will be
presented in the "sphericity assumed" row(s).] Not violating this assumption
means that the F-statistic that you have calculated is valid and can be used to
determine statistical significance. If, however, the assumption of sphericity is
violated, the F-statistic is positively biased rendering it invalid and increasing the
risk of a Type I error. To overcome this problem corrections must be applied to
the degrees of freedom (df), such that a valid critical F-value can be obtained. It
should be noted that it is not uncommon to find that sphericity has been violated.

The corrections that you will encounter to combat the violation of the assumption
of sphericity are the lower-bound estimate, Greenhouse-Geisser correction
and the Huynh-Feldt correction. These corrections rely on estimating
sphericity.

Estimating Sphericity (¢) and How Corrections Work

The degree to which sphericity is present, or not, is represented by a statistic
called epsilon (€). An epsilon of 1 (i.e. € = 1) indicates that the condition of
sphericity is exactly met. The further epsilon decreases below 1 (i.e. € < 1), the
greater the violation of sphericity. Therefore, you can think of epsilon as a
statistic that describes the degree to which sphericity has been violated. The
lowest value that epsilon (g) can take is called the lower-bound estimate whilst
both the Greenhouse-Geisser and the Huynd-Feldt procedures attempt to
estimate epsilon (€) albeit in different ways (it is an estimate as we are dealing
with samples not populations). For this reason, the estimates of sphericity (€)
tend to always be different depending on which procedure is used. By estimating
epsilon (g), all these procedures then use their sphericity estimate (€) to correct
the degrees of freedom for the F-distribution. As you will see later on in this
guide, the actual value of the F-statistic does not change as a result of applying
the corrections.

So what effect are the corrections on the degrees of freedom having? The answer
to this lies in how the critical values for the F-statistic are calculated. The
corrections affect the degrees of freedom of the F-distribution such that larger
critical values are used (i.e. the p-value increases). This is to counteract the fact
that when the assumption of sphericity is violated there is an increase in Type I
errors due to the critical values in the F-table being too small. These corrections
attempt to correct this bias.



Recall that the degrees of freedom used in the calculation of the F-statistic in a
Repeated Measures ANOVA are:

dftfms‘.."ﬂ‘ﬂﬂdftfﬂﬂ = (k—1)

Af orror = (k—1)(n—1)
where k = number of repeated measures and n = number of subjects. The three
corrections (lower-bound estimate, Greenhouse-Geisser and Huynh-Feldt

correction) all alter the degrees of freedom by multiplying these degrees of
freedom by their estimated epsilon (€) as below:

dfrz'mgl."caﬂditian = &(k—1)

dfgwar = é“[k— 1)(“ - 1]
Please note that the different corrections use different mathematical symbols for
estimated epsilon (&), which will be shown later on.

Also recall that the F-statistic is calculated as:

ssrimgl.fcaﬂdiriaﬂs ssrfmgl.l'caﬂdftfﬂﬂs

F= Mjrims'fcandfrfans _ dftims',.fcandirfaﬂs _ U{ - 1]
T — SSerror SSerror
Aferror (n—1)(k—-1)

As stated earlier, these corrections do not lead to a different F-statistic. But how
does the F-statistic remain unaffected when the degrees of freedom are being
altered? This is because the estimated epsilon is added as a multiplier to the
degrees of freedom for both the numerator and denominator, and thus they
cancel each other out, as shown below:

Ssrfms'fcaﬂdfriaﬂs Ssrfms'fcaﬂdfriaﬂs Ssrfmefcaﬂdirfaﬂs
F= flk—1) _ Alk—1) _ (k—1) _ Msrz‘mg,.fcaﬂdiriaﬂs
55 rrar SSerror 55crror e fLp——

fn—1)(k—1) Fln—1)(k—1) (n—1)(k —1)

For our example, we have the three estimates of epsilon (g) calculated as follows
(using SPSS):

Epsilon?
Greenhouse-
Geisser Huynh-Feldt | Lower-hound
638 TGO A&00

Lower-Bound Estimate

The lowest value that epsilon (€) can take is called the lower-bound estimate (or
the lower-bound adjustment) and is calculated as:

lower bound estimate (z) =

(1-k)



where k = number of repeated measures. As you can see from the above
equation, the greater the number of repeated measures, the greater the potential
for the violation of sphericity. So, for our example which has three repeated
measures, the lowest value epsilon (€) can take would be:

1

(1-3)
=0.5

lower bound estimate(z) =

This represents the greatest possible violation of sphericity and, therefore, using
the lower-bound estimate means that you are correcting your degrees of freedom
for the "worst case scenario". This provides a correction that is far too
conservative (incorrectly rejecting the null hypothesis). This correction has been
superseded by the Greenhouse-Geisser and Huynd-Feldt corrections, and the
lower-bound estimate is no longer a recommended correction, i.e. do not use the
lower-bound estimate.

The other types of correction and interpreting statistical printouts of sphericity are
to be found on the next page.

Sphericity (cont...)

Greenhouse-Geisser Correction

The Greenhouse-Geisser procedure estimates epsilon (referred to as £) in order
to correct the degrees of freedom of the F-distribution as has been mentioned
previously, and shown below:

dﬂz’mg,’caﬂdirian = é(k—1)
Aferror = Ek—1)(n—1)

Using our prior example, and if sphericity had been violated, we would have:
df‘ﬁmé'lu"ﬁ'ﬂﬂdfﬁﬂﬂ = 0638(3 - 1] =1.276

Afrror = 0.638(3 — 1)(6 — 1) = 6.380 where £= 0.638

So our F-test result is corrected from F (2,10) = 12.534, p = .002 to F
(1.277,6.384) = 12.534, p = .009 (degrees of freedom are slightly different due
to rounding). The correction has elicited a more accurate significance value; it
has increased the p-value to compensate for the fact that the test is too liberal
when sphericity is violated.

Huynd-Feldt Correction

As with the Greenhouse-Geisser correction, the Huynd-Feldt correction estimates
epsilon, (represented as £) in order to correct the degrees of freedom of the F-
distribution as shown below:

dfrz'mafcandirz’aﬂ = &(k—-1)
Afgrror = E(k—1)(n — 1)
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Using our prior example, and if sphericity had been violated, we would have:
dﬂ:’mw’cand:’:ian = 0.760(3 — 1) =1.520

dfypror = 0.760(3 — 1)(6 — 1) = 7.600 where § = 0.760

So our F test result is corrected from F (2,10) = 12.534, p = .002 to F
(1.520,7.602) = 12.534, p = .005 (degrees of freedom are slightly different due
to rounding). As with the Greenhouse-Geisser correction, this correction has
elicited a more accurate significance value; it has increased the p-value to
compensate for the fact that the test is too liberal when sphericity is violated.

Greenhouse-Geisser vs. Huynd-Feldt Correction

The Greenhouse-Geisser correction tends to underestimate epsilon (€) when
epsilon (g) is close to 1 (i.e. it is a conservative correction) whilst the Huynd-Feldt
correction tends to overestimate epsilon (g) (i.e. it is a more liberal correction).
Generally, the recommendation is to use the Greenhouse-Geisser correction,
especially if estimated epsilon (g) is less than 0.75. However, some statisticians
recommend using the Huynd-Feldt correction if estimated epsilon (g) is greater
than 0.75. In practice, both corrections produce very similar corrections, so if
estimated epsilon () is greater than 0.75, you can equally justify using either.

Interpreting Statistical Printouts

To see all the above in action, consider the data set we have been using for this
article. We can see from our earlier table that, for our data set, the estimated
epsilon () using the Greenhouse-Geisser method is 0.638 (i.e. £= 0.638). The
following table shows the output of our Repeated Measures ANOVA (in SPSS):

source Type Il Sum
of Sguares df Mean Square F Sig.

TIME Sphericity Assumed 143.444 2 71.722 12.534 0oz

Greenhouse-Geisser 143.444 1.277 112.350 12534 00a

Huynh-Feldt 143.444 1.5820 94341 12534 o5

Lower-bound 143.444 1.000 143.444 12.534 017
ErroriTIME)  Sphericity Assumed av.222 10 a7z

Greenhouse-Geisser 57.222 6.354 5.964

Huynh-Feldt 57.223 7602 7.5828

Lower-baund 57.222 5.000 11.444

In SPSS, the "Sphericity Assumed" row(s) are where sphericity has not been
violated and, therefore, represents the normal calculations we would make to
calculate a significance value for a Repeated Measures ANOVA. Notice how the
sum of squares and F-statistic are identical regardless of whether or which
correction is applied (shown below in blue). This further highlights that the
corrections are not being applied to the partitioning of sum of squares but to the
degrees of freedom.



Corrections affect degrees of freedom (df), Mean Sum of Sgquares (MS) and p-value

Source Type (Il Sum
of Sguares df Mean Square F Sin.

TIME Sphericity Azsumed 143.444 2 T1.7212 12534 0oz

Greenhouse-Geisser 143.444 1.277 112.350 12534 00a

Huynh-Feldt 143.444 1.5820 94351 12534 o5

Lower-hound 143.444 1.000 143.444 12534 017
Errar(TIMEY  Sphericity Assumed ar.222 10 a.yr22

Greenhouse-Geisser 57.222 6.384 5.964

Huynh-Feldt 87.2212 T.E02 7528

Lower-bound 57.222 5.000 11.444

Corrections have NO effect on Sum of Squares (55) or the F-statistic

We can see in the diagram above that the corrections have altered the degrees of

freedom (df), which in turn have altered the Mean Sum of Squares (MS) for both
the TIME factor and its error, and have altered the level of significance of the F-

statistic.
Univariate vs. Multivariate Analysis

An alternative method is to use a MANOVA instead of a Repeated Measures
ANOVA. The reason for doing this is that the MANOVA does not require the

assumption of sphericity. There are a number of reasons for choosing a MANOVA

over a Repeated Measures ANOVA and vice-versa and we will be adding this

information to this guide soon.

Population Standard Deviation

n=4

Sample Standard Deviation
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